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RESEARCH SUMMARY
Distributions of elk pellet groups on an area of 215 km" (80

mi ) were examined for a period of 8 years. Recorded changes
in annual distribution describe both elk movement in response to

disturbances in the forest environment and elk habitat selection in

response to weather conditions.

Over the period of study, the single most important influence
on elk distribution was weather. Severity of winter weather deter-
mined the location and extent of winter range. Snowfall during the
hu.nting season resulted in elk concentrating in the least accessible
areas available. Hot, dry summer weather forced selection of habitat
areas providing cool, moist conditions.

The second determinant of elk distribution was logging. Elk
consistently moved away from areas in which active logging was in

progress. The distance moved and the time required for return
varied depending on the location and duration of logging activity.
Recommendations intended to reduce the time during which habitat is

unavailable to elk are presented.
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INTRODUCTION

The Burdettc Creek drainage in western Montana is a major winterint', area for Rocky

Mountain elk I^Cervus elaphus nelsoni ) . In sunmier, these elk dis]3crse over ^ large area

of forested land including the several drainages adjacent to Burdette Creek. One of

the drainages, Deer Creek, was the location of a IISDA Forest Service timber sale fiom

1971 through 1974. The study reported here was initiated in 1970, with the objective

of describing the annual distribution of elk in the area surrounding Burdette Creek

during the period of tlie Deer Creek timber sale. Several smaller timber sales were also

conducted on or near the study area during the S years of investigation.

STUDY AREA

The Burdette Creek-Deer Creek study area (fig. 11 includes about 215 km- fSO mi^l

of forested land 40 km (25 mi) due west of Missoula, Montana. About two-thirds of the

area is Lolo National Forest. The remainder is a mixed ownership of U.S. Champion
International, Burlington Nortliern, the State of Montana, and small private ranches.

For evaluation of elk distribution, the study area was divided into 12 subunits
(table 1) representing drainages or areas in which habitats for elk were considered
comparable. Subunits range in size from 745 to 2 722 ha (1,840 to 6,720 acres).

The west boundary of the area is Fish Creek, wliich flows nortli and off the study
area at an elevation of 975m (5,200 ft). Three major drainages. Deer Creek, Burdette
Creek, and Lupine Creek, and four smaller drainages flow west and southwest to Fish

Creek from the watershed divide at 1 890 m (6,200 ft). Fast of this divide, Eds, Gus,

and Johns Creeks, and the South Fork of Petty Creek flow east to Petty Creek. Tlie

eastern study area boundary, through 1972, was the 1 524-m (5,000-ft) contour level.

In 1973, this boundary was extended to the 1 219-m (4,000-ft) contour level between the

South Fork and Johns Creek.

Ivlien the study began in 1970, vehicle access was limited to county I'oads along
Fish Creek and Petty Creek, the Wagon Mountain Road on the southern ridgelincs of the
South Fork and Lupine Creek, and a low standard fire-control access road on the ridge
north of Eds Creek and south along the watershed divide to the ridge between Johris

Creek and the South Fork. In addition, short spur roads ran 1 to 5 km (1 to 3 mi) in

the bottoms of several drainages.

Throughout tlie study area, but especially on soutlierly aspects, open talus slopes
and rock outcrops are common. The area is rough, steep, and deeply incised. Most
slopes are in excess of 50 percent. Streams are considered intermittent above 1 500 m

(4,921 ft) but most contain flowing water year round except during very dry years.

Vegetation on the area consists of subalpine fir [Abies lasioaarpa] and lodgepole
pine (Pinus contorta) types above 1 500 m and Douglas-fir (Pseudotsuga menziesii) types
below that elevation. Forests on south and west aspects contain a high proportion of
ponderosa pine [Pinus ponder'osa] and a few moist, northerly aspects support western
redcedar [Thuja plicata) . Conifer cover on most of the study area exceeds 50 pcrcriit,

but drier aspects have grassy openings, and fire-created shrub fields arc conmiDii on

southerly aspects. The largest nonforested opening on the area is the 800- to 1 2()()-h:i

(2,000- to 3,000-acre) shrubfield in Burdette Creek. This area burned in 1917 and is



currently dominated by mixtures of snowbrush ceanothus (Ceanothus velutinus) , mallow

ninebark {Physoaarpus malvaceous) , mountain maple {Acer glabrnjv) , Secular willow

{Salix saouleriana) , and serviceberry {Ametanchier alnifolia)

.

SUBUNIT BOUNDARIES

''-"'DEER
f CREEK

\

- \

EDS

CREEK '^-.

I
WALL ^ ^ \^u^y

/ / / f ^ ) .

/

^'GUS^VA
XREEK,-'^^

HIGHXJOHNS
*

I BURDEHE i.-1

W1G-0Wl\ \ ^ LOW

GARDEN .V^\ I ^

\ ? \ ^-t'^n / SOUTH FORK j^/

</) y "7 /LUPINE \
I /

Wago^
^I^U^TM^V-Xi

^^""<^' ^^"^ ^
''^/^^S. HYDE-

""

LUPINE W ^°^3''cf Cree/f

!>.

SCALE
1 2 3 4 5 6 KM

I

'

l
'

' l l
'12 3 4 MILES

Figure l.--Road system and diagrammatic representation of drainages and subunits.
Burdette Creek-Deer Creek study area.



Table \ .--Subunits of the Burdette Creek-Deer Creek study u-ren

Subiinit name Areas Description

Hectares Acres

Wall-Lion 2 428 6,000 Wall Canyon to Lion ('reck including lower Occr
Creek. Mostly open timber stands on south-
and west-facing steeji slo]ics.

Deer Creek 2 720 6,720 Upper two-tliirds of drainage. Mostly closed
canopy, undisturbed forest until 1 1)17 lia (2,512
acres) were logged, 1971-74.

Eds Creek 2 639 6,520 Drainage above 1 524 m (5,000 ft). Mostly closed
canopy, undisturbed forest.

Wig-Owl 2 363 5,840 Two small drainages. Botli are extensively roadcd
and logged. Soutli- and west-facing slopes.

Wig Mountain 745 1,840 Burdette Creek drainage above 1 524 m (5,()0n ft)

adjacent to the ridge of Deer Creek. About half
forested and half open shrubfields.

Burdette High 987 2,440 Drainage above 1 524 m (5,000 ft) adjacent to the

watershed divide antl Lupine Creek. Mostly closed

canopy forest

.

Burdette Low 2 639 6,520 Drainage below 1 524 m f5,000 ft]. Major winter

range in open shrubfields on south aspects.

Closed canopy on north asjiects.

Gus Creek 1 117 2,760 Drainage above 1 524 n (5,000 ft). Closed canopy,

undisturbed forest

.

Johns-Garden 1 489 3,680 Two drainages above 1 524 ni (5,000 ft). After
1972, transects were installed in Garden Creek
to 1 219 m (4,000 f t I . Closed canop)' until
the 1975-77 timber sale.

South Fork 2 169 5,360 Drainage above 1 524 m (5,000 ft); to 1 219 m

(4,000 ft) after 1972. Closed canopy, undis-
turbed forest with some shrubfield o]ienings.

Lupine Creek 1 441 3,560 LIpper 4.8 km (3 mi") of drainage. Open shrub-

fields on south and west aspects, closed cano]iy

forest on north aspect

.

Hyde-Lupine 777 1,920 Lower 1.6 km (1 mi) of Hyde Creek, Burdette

Creek, and Lupine Creek. Selectively logged,

pastureland, and several homcsites.

Study area 21 513 53,160 Total Burdette Creek-Deer Creek study are;i.



METHODS

Within the area described, pellet groups were counted in continuous belt transects

1.2-m (4-ft) wide. Transects were located along the contour at 152 m (500 ft) vertical

intervals from 1 067 to 1 981 m (3,500 to 6,500 ft) elevation. Counts were conducted

during late August and early September from 1970 to 1977. Locations of pellet groups

were recorded and each group was categorized as fresh, new, old, or very old on the basis

of softness, color, and degree of weathering. Approximately 547 km (340 mi) of transect

were surveyed and 7 to 10 thousand pellet groups were recorded each year.

In analysis ,' very old pellet groups were deleted on the assumption that such pellets

were deposited in previous years. Some loss of information concerning winter distribu-

tion may be inherent in this assumption. All other pellet groups and transect areas

were summarized to obtain the average pellet group density for each subunit and for the

study area (table 2).

Table 2 .--Pellet groups per hectare by subunit, Burdette Creek-Deer Creek study area,

1970 to 1977 (pellet groups per acre = 0.405 times pellet groups per hectare)

Pellet groups per hectare by year
Subunit 1970 1971 1972 1973 1974 1975 1976 1977

Wall -Lion 113 102 68 42 41 98 66 59

Deer Creek 122 71 40 28 27 33 32 58

Eds Creek 163 125 79 92 77 56 68 50

Wig-Owl 140 115 55 58 62 121 128 71

Wig Mountain 167 122 55 97 55 30 54 137

Burdette-High 92 122 30 65 45 86 85 40
Burdette-Low 203 108 111 87 123 115 218 174

Gus Creek 156 97 54 83 81 79 78 50
Johns-Garden 118 65 59 75 40 78 62 29

South Fork 155 100 74 77 86 90 65 43
Lupine Creek 155 114 96 70 106 169 95 49

Hyde -Lupine 105 65 72 24 45 96 82 56

Study area.

average 147 101 68 63 68 88 89 76

CULTURAL DISTURBANCES AND WEATHER
During the 8 years of study, a variety of human activities with potential in-

fluence on elk distribution occurred within and adjacent to the study area. The timber
sale on Deer Creek was the activity of major interest. Table 3 presents a brief summary
of other timber sales, vehicle traffic, and hunting seasons. In addition, the severity
of winter weather and other unusual weather conditions are indicated.



Table 3 .
- -iV'ina."!/ of I'ltl tural disturbances and weather, Biirdette Creek-iifci' Creek r.t ndi/ 'irre,

1960 threuak 1977

E:vent s

Occurrence in the year preceding August and September pell et counts
1<.)7I) 1971 1972 l'J7S 1974 1975 197i^. r97"'

Deer Creek timlier sale

Uoads constructed, 8S km (5^ mi)

Active logging;, 2(1,372 MBI' on

1 017 ha (2 51 2 acres)

Slash disposal, planting

Othei' timbei' sales (subunit):
Howard Creek (off area I

l.upinc Creek I Hyde-Lupine 1

Garden Creek (Johns-CarJen

I

South Fork
Lion Creek (IVal 1 -Lion)

Wagon Mountain Road (off area)
Johns Creek I ridge with Cus Creek)
Ids Creek

Ilk trap in Ivig Creek
Fire patrol, recreation traffic

Hunting season, days (year
preceding count I

Snow during hunt
Winter weather severity'*

Hot , dr>' summer

losed

X

X X

X X X

8 '25 29

X

4 2 3

X X

X X

X

X

X X

X X

ad washed i ut -

X \

37 36

X

2 1

X

'A planting crew was in the drainage briefly during the spring of 1977.

'Road construction preceding active logging.
Mn these years, a 5-day hull season in September preceded the general October-Noveinlier hunting seas

""On a scale of 5, 3 is average, 1 is very mild, and 5 is severe. These judgments arc based on both
weather records and Montana Hepartment of Fish, Wildlife and Parks evaluations for western Montana.

ELK DISTRIBUTION

Variance analysis of pellet density data (table 2) revealed that significantly high
(P <n.05J elk use occiired on the winter range in Burdette Creek and that the study area

elk population declined significantly during the first 2 years of study. This decline
was not considered a treatment effect. A similar trend was indicated b\' Montana Depart-

ment of I'ish, Wildlife and Parks checking station records for Came ^kanagement Unit 20.^,

which includes the studv area.

Evaluation of annual changes in elk distribution was based on the hy]TOthesis that

the proportion of elk use in each subunit should remain constant from year to year if

elk are uninfluenced by disturbances or weather. For this test, pellet density data
were adjusted to an annual population base of 100, distributed to reflect the percentage
of elk use in each subunit. Within subunits, elk use was further subdivided by aspect
and altitude and tested with variance analysis for differences among years. Annual
percentages of elk use by subunit, 1970 to 1977, and significant changes in elk distrib-
ution (P <0.10) are presented in figure 2.

Comparison of figure 2 and table 3 revealed that most of the significant changes in

elk distribtuion could be explained as responses to identified cultural disturbances or
weather. Many smaller changes that were not statistically significant were also explain-
ed; however, there were few instances in which elk response was a simple negative or

positive reaction to a single event. Several distributional changes represent cumi! 1 it i co

shifts in elk use over a period of years and, in a few cases, significant chans'.c occurred
because of sequential similar responses to completely unrelated events. Negative re-

sponse to active timber sales occurred several times and, in cvcr\' year of the study,



the influence of weather on elk distribution was apparent. The following discussion

identifies the causes and examines the importance of weather and human activities in

determining the way elk use the available habitat.
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1970 Count

In tlie year preceding tlie first (1970) pellet count, human activities on the study

area included the hunting season, fire patrols, recreation traffic, and some timber-

marking work in Deer Creek. Final timber sale preparation activities in Deer Creek may

liave caused a slight depression in elk use; but with the excejition of the Burdettc C!reek

winter range (Burdette Lowl , all subunits of the study area were used by elk about as

expected on the basis of proportionate area. The Burdette winter range received more use

than might have been expected during a relatively mild winter. Snow fell during the 1969

hunting season, and 1 suspect that elk movement into the relatively inaccessible Burdett

Creek drainage was precipitated by hunting ]iressure rather than winter weather.

1971 Count

Beginning in September 1970, activity in Deer Creek increased from occasional foot

travel to substantial road construction, dail\' logging traffic, and major modifications
of forest cover. All of the main roads and about half the timber harvest v7ere completed
during this period, but most of the logging took place on the north side of the drainage.

The proportion of elk use declined in Deer Creek and increased in tlie immediately adja-

cent subunits. While none of these changes in elk use of subunits were individually
significant, the ]irobability of simultaneous random increases in all five subunits
adjacent to Deer Creek is only one in 32 (T = 0.03).

The winter of 1970-71 was more severe than the ]ireceding winter, but there was

little early snowfall and elk were not forced onto the traditional winter range in

Burdette Creek. As a result, the Wall-Lion and Wig-Owl subunits had increased winter
use. The influence of late-season, deeper snow is also evident in the decline of elk

use in subunits east of the watershed divide. blk wintering in Gus Creek, Johns-Garden,
and the Soi:th Fork subunits remained below 1 52-1 m (5,000 f1 1 for a longer than usual
period of time. As a result, fewer ]iellet groups were detected on transects located
above that elevation.

1972 Count

In the year preceding this count, logging and road construction continued in Deer
Creek. The focus of activity, however, shifted to the south side of the drainage.
There a spur road was built to the ridge at the Wig Mountain subunit between Deer Creek
and Burdette Creek. The jiroportion of elk use in Deer Creek continued to decline, and
declines were recorded in the subunits immediately adjacent to tlie ridgeline disturbance
(Wig Mountain, Wig-Owl, and Burdette High). Two of these declines were statistically
significant. The pattern was consistent with a hypothesis that elk move awa>' from areas
that liave direct, line-of-sight contact to a source of disturbance.

Identification of the subunits into whicli elk moved is conjectural. Stat ist ica 11\'

significant increases were not recorded for any subunit, and all ajiparent increases
could reasonably have been caused by factors other than the Deer Creek timber sale.

Increased elk use of the Burdette Low, Lupine Creek, and llyde-Lujnne subunits, for
example, was highest around 1 572 m (4,500 ft) as was exjiccted following the severe
inter weather of 1971-72. Increased elk use of tlie Johns-Garden and South Fork sub-
its appeared to be a result of elk movement away from an active timber sale just
tside the study area in Howard Creek. Nevertheless, use of subunits to which elk

might have been expected to retreat does suggest that animals moved as much as S km

(5 mi) from the ridgeline disturbance in Deer Creek.

w

un

ou



1973 Count

Timber harvest in Deer Creek was virtually completed and, by August 1973, most

of the heavy equipment had been removed. The decline in elk use continued and finally

reached a statistically significant level. Elsewhere on the study area, other dis-

tributional changes of less than statistical magnitude appeared to correlate with

weather conditions and man-caused activities.

During the mild winter of 1972-73, there was little reason for elk to concentrate

on the traditional winter range, and a decline in the use of Burdette Low was recorded.

Elk response to hot and dry summer weather is persuasively demonstrated by declines in

the use of all south- and west-facing subunits and concurrent increased use of all east-

facing subunits and subunits above 1 524 m (5,000 ft). At the same time, the Howard

Creek timber sale may have amplified the increased use of the South Fork and Johns-

Garden subunits. The depressed use of Wig-Owl and Lupine Creek also reflects response

to an elk trap in Wig Creek and some selective logging at the mouth of Lupine Creek.

1974 Count

Final logging operations and hauling of logs from Deer Creek were completed in

the spring and summer of 1974. The disturbance was not continuous, but roads remained
open and elk use remained low. Minor declines in elk use of the Wig Mountain and
Burdette High subunits and an increase in Wig-Owl usage might have been associated
with logging traffic, but these changes probably represent a general return to normal
from the increases associated with hot summer weather in 1973.

Snowfall during the 1973 hunting season, and a winter of average severity, are
reflected in increased elk use of Burdette Low and Lupine Creek and declines in elk
use of Eds Creek and Gus Creek above 1 524 m (5,000 ftl. New transects below 1 524 m
in the South Fork also confirm increased elk use during the winter; but road construc-
tion in Garden Creek resulted in significant elk movement out of the Johns-Garden
subunit

.

1975 Count

Following an early bull season, but before the general elk hunting season in

October 1974, the road to Deer Creek was closed with a gate. Only slash-burning crews
and USDA Forest Service vehicles entered the drainage. Thus, the 1975 pellet count
represents the first year of road closure after logging. Despite reductions in

disturbance, elk use continued to decline. Elk use was also significantly depressed in
the Wig Mountain subunit adjacent to some of the Deer Creek slash treatment areas.

Significant increases in elk use of the Wall-Lion and Wig-Owl subunits were not
considered a response to the closure of Deer Creek. Similar increases in elk use
occurred in all west- and south-facing drainages except Burdette Creek. And, in every
case, the increase was recorded on transects at 1 372 m (4,500 ft)--which is considered
indicative of winter use. Apparently, the initially mild winter weather of 1974-75
allowed elk to remain in areas outside Burdette Creek and, despite extremely cold
weather during February, the expected movement to traditional winter range never
occurred.



Road construction activity in the South Fork was reflected in a iiiinoi- depression

of elk use; and road construction on the ridge between Gus Creek and Johns (!i-eek causeil

a minor depression in elk use of tais Creek. Concui"rent ly , a significant decline in elk

pellet densities occurred in VaIs Creek. During 1975, road construction and logging

were initiated on a ]irivate holding on the north side of kds Creek at about 1 52 1 iii

(5,000 ft"). The area involved was relatively small, hut the location, on a ridge

overlooking much of the drainage, was very disturbing to elk.

1976 Count

In 1976, a combination of events resulted in a significant increase in elk use of

the Bin-dette Creek drainage: the 1975 hunting season began in mid-October; and snowfall

in October was the highest recorded during tliis study. As a i-esult, elk moved inco

Burdette Creek earlier than in any previous year. The winter of 1975-7(i was relatively
mild, but low temperatures persisted through March; so elk movement off the winter

range was delayed. Also, active timber sales in Lion Creek to the west and in all

subunits east of Burdette Creek further inhibited normal spring and summer dispersal.

Inaccessibility of the Wig-Owl subunit during tlic hunting season (table 5) con-

tributed to continued heavy use; but Lupine Creek, which hunters can reach on foot

from the Wagon Mountain Road, received significantly less elk use than in jircvious

years. In Deer Creek, the roads remained closed, but some slash burning and tree

planting occurred and no increase in elk use was recorded.

1977 Count

Following 6 consecutive years of declining elk use, including 5 years of post-

logging road closure, elk pellet densities in Deer Creek nearly doubled between 1976

and 1977. Proportionately, elk use in 1977 was almost the same as that recorded in

the year before logging started. Llsewhere on the study area, declining elk use was

recorded in all subunits in which logging was in progress; and in two of these subunits,
Johns-Garden and the South l-ork, the declines were statist ical I)' significant. In Lion

Creek, logging was completed and even tlioiigh tlic roads remained open, a minor increase
in elk use occurred in the Wall-Lion subunit.

Independent of the response to timber sale activities, elk distribution in 1977

again demonstrated the strong influence of weather conditions. The winter of 197(1-77

was extremely mild and, in the absence of snow pack, elk were able to remain at all

elevations throughout the study area. L.lk use of the Burdette winter range should
have declined from the high recorded in 1976. However, the mild winter was followed
by a hot, dry summer and elk rcsjionse was limited by a number of conditions that did
not exist in the hot, dry summer of 1973. Use of the south- and west-facing subunits
(Wall-Lion, Wig-Owl, Lupine Creek, and Hyde-Lupine) was depressed, as in 1975, tnit

movement to the cooler, moist subunits on the east side of the stud)' area was inliiliitcd

by active timber sales. Hse of the Wig Mountain subunit, which is above 1 524 m

(5,000 ft) increased significantly, but a similar increase in the use of Burdette High

was inhibited by logging activity in adjacent drainages.

For a substantial period of time in 1977, Deer Creek and Burdette Creek were the

only areas of suitable habitat actually available to elk. In both subunits, a large

drainage without active disturbance included a considerable area of north asjiect on

which small streams provided either flowing water or moist vegetation. Tlius, while
it is significant that Deer Creek became acceptable to elk following the timber sale,

it may be even more significant that reoccupation of the drainage was not an elective
choice. Instead, it appears that elk reentry to the drainage was forced b\' circum-
stances of weather and active timber sales.



DISCUSSION AND CONCLUSIONS

While the foregoing narrative description provides a persuasive summary of elk

distributional changes and causal relationships, several assumptions were necessary

to the continuity of the narrative. Implicit in all interpretations is the assumption

that established patterns will ordinarily be repeated. Thus, any major modification

of elk distribution requires repeated reinforcement to overcome behavioral patterns

based on reenactment of previous experience. Elk response to weather occurs relatively

quickly because the reinforcement is virtually continuous until the animal locates

acceptable habitat. Response to timber sale activities, on the other hand, may require

several years because the disturbance involves sporadic seasonal shutdown and sub-

stantial changes in logging activity patterns.

Changes in the annual distribution of pellet groups on the Burdette Creek-Deer
Creek study area describe both elk movement in response to disturbances in the forest

environment and elk habitat selection in response to weather conditions. In any year
and for a variety of reasons, areas of otherwise acceptable elk habitat are caused to

be unavailable for a period of time. The net result must be utilization of less

desirable habitat or crowding of animals into habitat that remains acceptable.
Management recommendations to reduce the time period of habitat unavailability and
recommendations to improve the habitat where crowding does occur should benefit elk.

Over a period of years, the single most important influence on elk distribution
in the Burdette Creek-Deer Creek area was weather. And, whereas the manager has no
control over weather, there were at least three responses by elk that can be used by
managers. There was fairly strong evidence that acceptable winter range may include
more area than is usually considered in habitat improvement planning. In 4 of the
8 years of study, elk were able to spend a substantial part of the winter period above
1 524 m (5,000 ft) on areas normally considered summer range. Increased forage pro-
duction at this elevation is not as critical for elk as increases below 1 372 m

(4,500 ft) might be, but the benefits could be greater than is usually assumed.

Another important response by elk was the early movement to less accessible areas
when snow fell during the hunting season. Normally, snow aids the hunter in tracking
elk and thereby increases the annual harvest. If adequate refuge areas do not exist,
overharvest is a distinct possibility.

Finally, the behavorial response of elk to hot, dry summer weather in 2 different
years can be taken as further evidence of the importance of cool, moist habitat types
to the overall integrity of elk summer ranges (Lyon 1975)^. Maintenance of body tem-
perature at some relatively constant level may be comparable to feeding as a daily
preoccupation for elk.

The second determinant of elk distribution--and one over which the manager has
considerable control--was logging. Elk consistently moved away from areas where active
logging was in progress; however, the distances traveled varied considerably. The
greatest movement and the strongest negative response were recorded following logging
operations on ridgelines where men and heavy equipment were visible over large areas
(Deer Creek, 1972; Eds Creek, 1975; South Fork, 1975-77). A somewhat less negative
response and shorter movement occurred when logging was conducted below ridgelines
(Deer Creek, 1971; Lion Creek, 1976); at the ends of ridges (Garden Creek, 1974-77;
Johns Creek, 1975-77); and at the mouths of drainages (Lupine Creek, 1973-74; Eds
Creek, 1976-77).

Lyon, L. Jack. 1975. Coordinating forestry and elk management in Montana:
Initial recommendations. Trans. North Am. Wildl. and Nat. Ftesour. Conf. 40:193-201,

10



ive 1 os^L', i n;', li i il r()ll(n\ rela-

'sult in conipk-tc ab.iikloii -

ted, a I'eturii iiiovfiiieiit To

cared to continue only as

?ti appeared to l.e only as

i forest and even loni',

"feet ive as topoj^i'apliy in

Despite the

tively consistcH'

mcnt of a subunil

the logged area ^^

long as men and n

far as neccssar)'

spans across undi

reducing the dist;

Return moveme

ate on the basis c

removal of heavy e

sporadic disturban
addition, the learned behavior imposed by 5 consecutive years of logging activit\' may

have further contributed to a delayed return. In several other sale areas, where
logging activity was not prolonged, minor recoveries from depressed elk use were
recorded as an immediate response to removal of men and equi]imcnt

I Hyde- Lupine , 1975;

Johns-Garden, 1975; F.ds Creek, 1976; Lion Creek, 1977).
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In accordance with these results, several management actions can be suggested for

reducing the distances moved by elk and reducing the time during whicli the habitat is

unacce]itable . As suggested in 1975 by tlie initial recommendations of the Montana
Cooperative Elk-Logging Study (L)'on 1975, see footnote 1):

Planning for timber sales in elk summer range should ]irovide for a

security area immediately adjacent to the disturbed area during active
logging and road construction.

We are still unable to specifically define a security area other than to jioint out

that the area selected "...should provide a 1 ine-of-sight topographic barrier and be

inaccessible to motorized traffic." The area probably should be at least as large as

the area disturbed, and any ridgeline between the timl^er sale and the security area

should be protected from disturbance.

In addition to providing a nearl3\- area to which elk can retreat, several further
options can reduce the total effect of disturbance. Logging completed on summer range

during the winter months, for example, may result in little dist ri Init ional change.
IVhere winter logging is not possible, there may be opjiortunit i cs to reduce the time

elapsed between first entry and completion. Smaller sales, completed in 1 or 2 years,

are less disturbing and the areas involved are more likely to be reoccupied immed

i

atel >'.

Road closures, like the closure imposed on the Deer Creek drainage of this stud>', would
probably be more effective if vehicle traffic was severely limited and all disturbance,
including slash disposal and planting, was completed in a short time.

Finally, it is suggested that the number of concurrent active timber sales in an>-

one ?nanagement unit on elk summer range should be limited. In this study, the original
objective involved evaluation of the influence of a single large timber sale on elk

distribution. As the study progressed, the number of active sales on the stud>- area

increased each year until only one of tlie study area subunits remained undisturbed.
Concurrent 1\' , the projiortion of elk use in that undisturbed suliunit increased fi-oin 17

percent to over 30 percent of all use on the stud)- ai'ea. The ridgeline roail 7'uiniing

south from Deer Peak was closed in 197S to \\c\\\ alleviate this pi-obleiii; at tlie same
time, the difficulties of access for fire control and hunting have been substant ia 1

1

>•

increased

.

Land managers constantly encounter situations in whicli the solution of one pi-oblem

becomes the cause of another. In the context of multiple-use management there is pi-ob-

ably no logic cajiable of eliminating all conflicts between resource xalues. Ilowexer,

the tlegree of conflict can be considerably reduced anil, in the management of ell. habitat
very substantial positive i-csults can be achievetl through appropriate ]ilainiing.

1
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RESEARCH SUMAAARY

The mechanical properties of granitic rock and the derived
weathered materials are intimately related to slope stability in

the Idaho batholith. Processes and products of physical weathering,
chemical weathering, and hydrothermal alteration of batholithic
rocks can be ranked in terms of degree of weathering and used to

predict slope stability.

Bulk density, hardness, unconfined compressive strength, and
velocity of sonic wave transmission of weathered rock samples are
all strongly correlated with weathering properties. Following
subtle, initial hydrolysis of biotites, physical weathering processes
are dominant in the breakdown of rock to grus at and near the soil
surface. Grus is often formed with little alteration of biotites
and feldspars to secondary minerals or amorphous oxides of silicon,
aluminum, and iron.

Bedrock buried at depths below the rooting zone is subject to
intense chemical weathering and mineral alteration. The degree to

which chemical weathering processes can proceed is related to the
inherent slope stability of the site. On gentle slopes with low
erosion rates, chemical weathering can advance to a point where the

weathered product consists of quartz grains embedded in a matrix of
clays and crystalline and amorphous oxides of silicon, aluminum,
and iron

.

X-ray diffraction patterns of powdered bedrock samples show
decreases in peak intensity, diffuseness of d-spacings, and complete
absence of some reflections with increasing weathering. Intermediate
stages of chemical weathering of individual minerals can result in

clay minerals that are not in equilibrium with current pedogenic
conditions favoring formation of kaolinite, halloysite, and illite.
We have found iron-rich smectite-iddingsite alteration after biotite
and interstratifled clays of undetermined origin.

Low temperature hydrothermal alteration is common in the Idaho
batholith, although it is frequently difficult to determine on the
basis of mineralogy alone. The frequency of occurrence of hydro-
thermal alteration is associated with major and minor structural
lineaments mapped by satellite imagery. Alteration products are

often located in clay seams bounded by shear zones. Mineralogies
may be dominated by smectites and zeolites (clinoptilolite) , but
often the clays may be kaolinite, halloysite, and minor mixed-layer
illite-montmorillonite. Altered zones with this latter more normal
group of clay minerals may reflect a combination of surface weathering
and hydrothermal alteration.

The morphology of Idaho batholith soils is not particularly
suited for predictions of subsurface weathering characteristics.
The strong topographic influence on slope stability, coupled with
youthful soils resulting from high erosion rates, masks or oblite-
rates the soil morphology-bedrock weathering relationship. The
relationship between the pH of the B and C horizons and the degree
of bedrock weathering is fairly well defined: the pH decreases from

6.3 to 4.9 as the parent rock becomes increasingly weathered.
Other parameters, such as clay, free silica, and sesquioxide content,

and soil color were not strongly correlated with weathering.
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INTRODUaiON

Batholiths are composite masses of granitic rocks that have areas ranging from
;ens to thousands of square kilometers. Batholiths generally cut sharply across their
/all rocks and arc surrounded by contact metamorphic aureoles clearly demonstrating
'ormation by intrusion of magma from greater depths than tlie surrounding rock. Contacts
)etween plutons and the adjoining country rocks are vertical or steeply dipping over
listances measured in thousands of meters. The contacts are commonly gradational due
o mutual exchange of material between intruded granite and country rock. In places,
he granite at the boundaries passes into a zone of migmatite, consisting of metamorphosed
ountry rock veined and streaked with intruded granite or pegmatite (Turner and
'erhoogen 1960). The main characteristics of batholiths are enormous size, method of
•mplacement, discordant relationship to the country rock, and lack of a visible floor.

The Idaiio batholith is a typical batholith (fig. 1). It outcrops across Idaho
lore or less continuously for about 250 miles (400 km) north-south and 80 miles (130

m) east-west (fig. 2). Larsen and others (1954) have dated the intrusion at 90 to

lOO million years BP^, indicating emplacement during tlie early and middle Cretaceous,
[he batholith was later uplifted by faulting and exposed by erosion, forming the

resent group of mountain ranges in central Idaho.

IDAHO BATHOLITH

Miles

igure 1. --Typical bedrock relationship showing the discordant relationship between the

Idaho Batholith and the country rock. Uplift subsequent to emplacement was followed

by the removal of thousands of feet of overburden. (Vertical scale is exaggerated.)

^Years before present, used to express age of geologic or soil deposits,

1
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Moscow;

lewiston'
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umber of sites sampled)

1. Bannock (four)

2. Wetfoot (four)

3. Hailey (three)

4. Goldfork (five)

5. Little Rattlesnake &
Rattlesnake Loop (three)

6. Clearwater (three)

7. Sprout Mtn. (one)

8. Clearer, (two)

9. Lowman (two)

10 . Lick Cr. (one)

11 . Zena Cr. (one)

Figure 2. --Map of Idaho showing the location of the Idaho batliolith and sampling sites

within the batholith.



Much of the batholith is overlain by forest land admin i st (_ red by the F(^rest

Service. Timber, water, forage, wildlife, and recreation arc resources that support a

substantial portion of the economic and social welfare of Idaho and its surround ini;

States. At present, the optimum utilization of these resources cannot be reali-ed
because of man's damaging activities, principally those related to logging and I'oad

construction. When imposed on the unstable landscapes of the batholith these activities
have the potential of causing tremendous increases in erosion and sedimentation (Megahan

and Kidd 1972a, 1972b; Rice and others 1972).

Streams of the Idaho batholith contain a sizeable resident game fish population
and provide spawning and rearing grounds for anadromous fish; however, anadromous fish

populations generally have been on the decline since about 1957 as a result of dam
construction along the Columbia and Snake Rivers and increased sediment loads in rivers
draining the Idaho batholith (Ortman 1967; Platts 1972; Mallet 1974).

Slope instability and resulting sedimentation have been matters of increasing
concern to Forest Service land managers in the Northern and Intcrmountain Regions over
the last two decades. Today, these problems are of paramount importance in decisions
affecting multiple use of National Forest lands.

Tlie relations between rock and soil properties and erosion in tlie batliolith have
been recognized as important, but largely unknown quantities in land management. In

1970, the Intermountain Forest and Range Experiment Station funded a 5-year cooperative
venture between Howard University and the Station's research laboratory in Boise, Idaho.

The purpose of the study was to investigate the engineering, mineralogical , chemical,
and hydrological properties of soil and bedrock in the Idaho batholith. This paper
deals primarily with the chemical and mineralogical properties of rocks, weathering
products, and soil, and sheds light on rock weathering processes and soil genesis.
Relationships between weathering products, and engineering and hydrologic properties
of soil and bedrock are discussed in less detail. Some conclusions about the relation-
ships between weathering and hydrothermal alteration processes and slope stability are

also discussed.

BACKGROUND

Description of the Idaho Batholith — Geologic Setting

The Idaho batholith lies mainly in central Idaho, but extends in a northeasterly
direction into Montana. Its surface outcroppings cover an area of about 16,000 mi-^

(41 000 km-^) . The batholith is a member of a chain of large intrusive bodies extending
along the western border of North America.

Much of the Idaho batholith belongs to an inner facies of rather uniform, light-

colored granitic rock, mainly of granodiorite composition (Ross 1965). An outer mass

or border zone of more calcic rock may have originally constituted an envelope that

enclosed much of the main facies [Ross 1965). The Idaho batholith is zoned spatially
and chemically; older, more mafic rocks are found at the western edge, becoming
progressively more felsic and younger in a easterly direction (Bennett 1974)"-.

^Bennett, Earl H. , II. 1974. The general geology of that part of the Northern
Rocky Mountain province containing the Idaho batholith. Unpuhl. Rep. LISDA For. Serv,

Intermt. Reg., 22S p. Ogden, Utah.



Schmidt (1964) defined the zoning sequence from west to east on a transect near Cascade,

Idaho. He distinguished a migmatite border zone, a quartz diorite gneiss zone, a

leucocratic quartz diorite zone, a granodiorite zone, and, finally, a quartz monzonite

zone, some 40 miles (65 km) east of the migmatite border. The batholith intrudes

sedimentary and volcanic rocks ranging in age from Precambrian to Triassic.

A modal analysis of rock types in the batholith presented by Ross (1963) indicates

that samples from the main inner facies are mainly granodiorite, although many are

quartz monzonite. These analyses indicate that the main mass of the batholith may be

somewhat more calcic than was thought previously (for example, see Larsen and Schmidt

1958).

Elevations in the batholith range from about 2,000 ft (730 m) where the Salmon

River leaves the batholith to more than 10,000 ft (3 650 m) in the south-central part

of the batholith. Because of the wide range in elevation, numerous climates are

encountered in the batholith. Geomorphic features reflect both the tectonic setting

and climatic diversity of the area.

The tectonic history of the Idaho batholith and adjoining areas has been important

in controlling the gross landforms of the area. The Snake River downwarp and parallel

trend of compensatory uplift north of the river plain control the major drainage

systems within the entire State. Large-scale faulting associated with these tectonic

events, and stream piracy virtually reversed the direction of flow of the Salmon

River and turned its waters from the Missouri system to the Snake and Columbia Rivers '

(Anderson 1947) . North-south striking faults along the western Idaho border tend to

control valley development and drainage patterns in the western batholith. The northwes
trending faults and structural control in general in eastern Idaho have controlled the

orientation of drainages and of several mountain ranges, including the Bitterroot

Range in the northeastern batholith.

Alpine glaciation played a major role in shaping the landscape during Quaternary '

times. Landforms in the Sawtooth Mountains, Stanley Basin area, the Salmon River
Range east of McCall, Idaho, and the Bitterroot Mountains have all been modified to

varying degrees by alpine glaciation.

In contrast, areas of lower elevation have landforms showing the influence of
fluvial slope-forming processes. Deeply incised canyons and steep valley side slopes
epitomize the landscapes. The area along the Middle Fork of the Salmon River in the
central batholith provides a good example of such landscapes. Here, the combined
effects of a major stream carrying a considerable sediment load and a changing base
level associated with mountain uplift and the Snake River downwarp have produced the

deeply incised canyons of the Salmon River Breaks area.

Eolian deposits are common in many areas of the northern Idaho batholith, and
traces have been reported in the interior of the batholith as far south as the head-
waters of the Deadwood River, east of Cascade, Idaho. The source of much of the loess
in the northern batholith is glaciofluviatile material from the Columbia River Basin
that was reworked by winds during the late Quaternary. Some loess is also of volcanic
origin. Tephra falls from both Glacier Peak (12,000y BP) and Mazama (6,600y BP) have
been reported in the northern Idaho batholith (Wilcox 1965), and tephra deposits are
present in the south-central batholith east of Cascade, Idaho (Clayton and Wendt 1975),
but their origin and age remain obscure.



Climatic Setting

Two basic precipitation sources operate witliin the region of the Idaho liatliol i tl.

.

vivist winter precipitation originates from cyclonic storms that develop over tlic l^icific

ici-an. These storms travel on an easterly course over Washington and Oregon, losing

much of their water content over the mountain barriers of the Cascade Range. 'I'hus a

Jistinct rainshadow effect reduces the precipitation delivered to the Idaho batholitli

region. Both the frequency and the intensity of winter cyclonic storms increase from
snuth to north (Dean 1974)-', and the rainshadow effect is less pronounced north of tlie

::U'arwater River.

Summer high-altitude convective storms developed from moist air moving north from

tlie Gulf of Mexico are common in the region. These storms are of short duration, but

precipitation intensities usually exceed those developed from cyclonic stornis. Storm
intensities of 3 inches/hour (7.6 cm/hour) have a probable return period (p = 0.5) of

4 years in the central Idaho batholith (Kidd 1964). The frequency of summer con-

vective storms decreases from south to nortli (see footnote 3 on this pagej

.

Mean annual precipitation in the batholith ranges from below 15 inches (58 cm) to

;i\er 70 inches (180 cm). 'I'he driest portions are the southern fringe of the batholitli,

(lie South Fork of the Boise River, and the main Salmon River Canyon in the central
hatholith. Mean annual precipitation in excess of 50 inches (127 cm) is rare in the

southern half of the batholith, the only extensive area located in the Sawtooth Mountains.
Mean annual precipitation in extensive areas of the batholith north of the Clearwater
:Ri\er exceeds 50 inches (127 cm) (see footnote 3).

Air temperatures within the Idaho batliolith are most strongly influenced by topo-

graphic variations. Average annual temperatures decrease approximately 4.1° F (2.3°

p) per 1,000-ft (365-m) gain in elevation over the range 3,600 ft (1 000 m) to 9,850
ft (3 000 m) above sea level. Mean monthly temperatures at all stations are highest
in July and lowest in January. Average montlily maximum temperatures range from a high
of 92° F (35° C) in July at several stations in the southern batholith below 4,000 ft

(1 460 m) in elevation to a low of 26° F (-3° C) in January at Cobalt, elevation of

6,810 ft (2 480 m) . The lowest average monthly minimum temperatures range from 0° F

(-18° C) in January at Chilly Barton Flat, elevation 6,175 ft (2 250 m) , to 33° F (1° C)

in July at Warren, elevation 5,907 ft (2 154 m)

.

METHOD

Sample Sites and Field Procedures

Sampling sites for this study were selected to insure geographical, elevational,
and climatic variability. Preliminary observations suggested that various landforms
have distinctive bedrock weathering characteristics. For example, landscapes glaciated
in late Pleistocene or Neoglacial time tend to be underlain by relatively hard, un-
vsfeathered bedrock. In contrast, more highly weatliered bedrock is commonly associated
with landscapes that have undergone fluvial dissection and associated slope processes
less erosive than glaciation. Sites were selected to provide a representative array
of weathering and fracture density classes as described by Clayton and Arnold (1972).

^Dean, E. Nelson. 1974. Some climatic and liydrologic characteristics data for

physiographic sections of that portion of the Northern Rocky Mountain Province contain-
ing the Idaho batholith. Unpubl. Rep. USDA For. Serv. Intermt. Reg., 141 p. Ogden, Utali.



Fifteen sites were selected for sampling and testing in 1970 and 14 in 1971. The

sites were located in four National Forests: Boise, Clearwater, Payette, and Sawtooth.

Location of the sampling areas and the number of sites sampled at each area are shown

in figure 2.

We initially tried to sample bedrock by core drilling, but abandoned this proced-

ure because of poor recovery of highly weathered and (or) fractured bedrock. The only

acceptable alternative to core drilling was to select and sample sites on fresh road-

cut faces. A fresh roadcut was defined as one not exposed more than 2 months prior to

sampling

.

Rocks were hand-sampled at a variety of depths below the original surface and

measured vertically from the top of the cut face. During 1970 sampling, several rock
j

samples were taken systematically at predetermined depths from each face. Because of
J

difficulty in assigning a single value of weathering (Clayton and Arnold 1972) at the

sites selected in 1970, site selection and sampling methods were changed in 1971. I

Roadcut faces were then chosen for uniformity of weathering and fracturing along the

entire exposed face, and a random sample of several rocks representative of the exposed
face were collected and treated compositely as a single sample representative of the

site.

At each site, a soil pit was dug above the roadcut and generally 15 to 60 feet (5

to 20 m) from the face. This soil is presumed to be formed from the parent material
exposed in the roadcut. A description of the soil in the walls of each pit included
the following: horizons, depth, color, structure, presence of clay films, percent by

volume of stones and rocks, roots, pores, and horizon boundaries. Textures and pH
were determined in the laboratory.

Site variables described included location, field classification of parent rock
(lithology, weathering, and fracture density classes), surface stone and rock outcrop
percent, landform, slope, aspect, elevation, and a description of the type and amount
of erosion. We described the trees, shrubs, forbs, and grasses present and estimated
relative amounts of vegetation (percent by number of stems for trees and shrubs)

for the site as a whole. We assigned the vegetation to habitat types using the

classification system proposed by Steele and others (1975).

Duplicate core samples were taken from each soil horizon by driving a brass
cylinder (136.4 cc volume) horizontally into the side of the exposed soil pit. Horizons
that contained too many stones damaged the sampling apparatus and therefore were not
sampled for bulk density. In addition, grab samples were collected from all major
horizons for laboratory analyses.

Laboratory Procedures — Soil

All soil samples were air-dried, then sieved through a 2 mm diameter sieve. Most
analyses were performed on the <2 mm fraction of the soil. Water retention at 15 bars
was determined with a pressure membrane apparatus. Retentions at 1/3 and 0.1 bar
tension were determined with a porous plate pressure chamber device. Percent sand, silt,

and clay are expressed as percentages by weight of the <2 mm fraction. They were
determined by the hydrometer method in a sedimentation cylinder. The 136.4 cc soil core
samples were ovendried and weighed to the nearest 0.01 of a gram in order to determine
bulk density. Soil pH values were determined on the <2 mm fraction on a 1:1 soil
paste. Values reported are averages of duplicate samples. Cation exchange capacities
were determined in duplicate on <2 mm soil samples. This analysis employed saturation
of the exchange complex with sodium followed by removal of the sodium by means of



ammonium acetate. Sodium was determined by flame emission spectroscop\- . I''ree iron

[Fe-,0,) was determined on soil samples (<2 mm) after removal of organic matter witli 30

percent 11^0^. A citrate-dithionitc extraction was employed and iron determined color-

iinetrical ly witli o-plienanthrol inc . I^ree silica (SiO^) was determined on tlie clay

fraction i<2 pm) of soils. Organic matter was removed by digestion in 50 percent

1^0^. Clay samples were tiien deferrated using a citrate-dithionite extraction after

suffering to pH 7.2 with NallCO„. Samples of deferrated clays were dried and free SiO^

A/as removed bv boiling for 5 minutes in a 2 percent Na^CO^ solution. Silica was

determined by the molybdate blue method. Free alumina (Al^O^J was determined on the

same extract for a few samples. Aluminum was determined by atomic absorption spectro-

scopy utilizing a N\0 oxidant.

Organic matter determinations were run on paired samples in a carbon combustion
furnace (900° C) using continous oxygen flow.

Clays (<2 pm) were separated from the ''2-mm fraction by sedimentation, then

sucked onto ceramic plates for mounting in the diffractometer. This method produces
samples with basal cleavage orientation. Copper Ko^ radiation was used to produce the

K-ray diffractograms . A variety of heat treatments and ethylene glycol solvation were
ased to confirm presence of the various clay minerals. Peaks on tlie diffractograms
vere marked and, for each mineral assemblage, the relative intensities were semiquant-
itatively indicated. Minerals were considered present either in trace amounts, minor
^.mounts, abundant amounts, or dominant amounts.

The sand and silt fraction left after decanting the clay for x-ray analysis was
sieved. The heavy minerals were then separated from the fine sand fraction (0.25 to

3.10 mm) with bromoform and mounted on microscope slides. These slides were examined
for etching of the mineral grains and mineral alteration.

Laboratory Procedures — Rock

Bulk density determinations were taken on each rock sample prior to subsampling
Dy weighing, coating with paraffin, and measuring the volume by water displacement.

Rock samples that had been pulverized in a ball mill for 5 minutes were analyzed
for free Fe 0,. The powdered rock was analyzed the same way that soil samples were,

except that predigestion in H q^ vvas omitted.

Descriptions of each sample included: (1) presence of iron oxide staining and

source mineral, (2) color of biotites and appearance of biotite grain boundaries, (5)

degree of opacity of feldspars, (4) frequency of intergranular fractures, and (5) extent
of argillation by color, and degree of staining of mineral faces with a 1 percent
solution of p-aminophenol (method after Dodd 1955)

.

Thin sections were prepared from rocks from all sites. Two hundred point counts
were made to provide a petrologic description for each sample. Sections were examined
for individual mineral weathering products and degree of weatliering, but no point
counts were made to quantify the amount of weathering. Instead, a visual estimate of

percent weathering of primary mineral types was made. We also described mineral
pleochroism, twinning (relict in secondary minerals), grain structure and orientation,
and undulose extinction if present (principally in quartz)

.



Rock samples were pulverized in a ball mill, sieved to pass a 60-mesh (d = 0.25

mm) screen and sprinkled on vaseline-coated slides. These slides were x-rayed using

copper Ka radiation scanning the range 3° 20 through 32° 20. Although this method

was of little value in identifying weathering products, it did provide information

about degree of weathering of primary feldspars.

Data from all field descriptions and laboratory procedures are reported by Hampton

and others (1974a). X-ray diffraction studies on the soils are described by Clayton

(1974). Selected soil and rock properties related to engineering research, results of

seismic studies and hydraulic conductivity testing of fractured bedrock are presented

by Hampton and others (1974b)

.

BEDROCK WEATHERING

The transition from fresh bedrock to weathered bedrock involves numerous chemical

and physical processes. These processes manifest themselves in the physical and

mineralogical (chemical) properties of the rock itself.

Granitic rock such as that found in the Idaho batholith is formed under tremendous

pressures (1000 to 1500 bars) and high temperatures (600 to 800 °C) . Rock formed

under these conditions is in a state of disequilibrium when brought to the surface.

The overriding driving force for weathering processes is a continued readjustment
the rock must make toward a thermodynamic equilibrium dictated by the changing environ-
ment the bedrock is subjected to when brought to the earth's surface. As Oilier (1969)

points out, it is not necessary to assume that cooled magma at depth ever achieved a

true thermodynamic equilibrium; only that this rock, when brought to the earth's
surface, is less in equilibrium with surface conditions than its potential weathering
products

.

The physical properties and mineralogical changes reflecting various stages or

degrees of weathering are numerous. To satisfy one intent of this study, to relate
bedrock weathering to slope stability, we spent considerable effort in relating degree
of rock weathering to mechanical strength and other engineering properties (Hampton
and others 1974a; Hampton and others 1978)

.

We classified the samples in the field on the basis of semiquantitative degree of
weathering (weathering class) and have used this as the dependent variable when field
and laboratory measurments are compared. The seven weathering classes of Clayton and
Arnold (1972) were used because they give reasonble field estimates of rock strength
and secondary mineral formation. Many of the secondary mineral assemblages occur as

a result of hydrothermal alteration or a combination of hydrothermal alteration and
weathering. These processes will be distinguished whenever possible. The seven classes
are described as follows:

Class 1. Unweathered Rock. --Unweathered rock will ring from a hammer blow; can-
not be dug by the point of a rock hammer; joint sets are the only visible fractures
no iron stains emanate from biotites; joint sets are distinct and angular; biotites
are black and compact; feldspars appear to be clear and fresh.

Class 2. Very Weakly Weathered Rock. --Very weakly weathered rock is similar to

Class 1, except for visible iron stains that emanate from biotite; biotites may
also appear to be "expanded" when viewed through a hand lens; feldspars may show
some opacity; joint sets are distinct and angular.



Class 3. Weakl}' IVcathercd !^ock

.

--Weakly weathered roek gives a dull riag, from a

hanimei' blow; ean be broken with moderate difficult)' into liaad-sized rocks liy a

hammer; feldspars are opaque and milky; no root jienetrat i on ; joint sets are sub-

angular .

Class 4. Moderately Weatliered I'ock . --Moderately weathered rock may be weakly
spalling. i'.xcept for the spall rind, if present, rock cannot lie broken by hand;

no ring or dull ring from iKimmer blow; feldspars arc opaque and milky; biotitcs
usually have a golden yellow sheen; joint sets are indistinct and rounded to sub-

angular .

Class 5. Moderately Well Weathered Rock. --Moderately well weathered rock will

break into small fragments or sheets under moderate pressure from bare hands;

usually spalling; root penetration is limited to fractures, unlike class 6 rock

where roots penetrate the rock matrix; joint sets are weakly visible and rounded;

feldspars are powdery; biotites have a liglit-golden sheen.

Class 6. Well-weathered Rock . --Wei 1-weathcred rock can be broken by hand into

sand-sized particles (grus) ; usually, it is so weathered that it is difficult to

determine whether or not tlic rock is spalling; roots can penetrate between grains;

only major joints are preserved and filled with grus; feldspars are powdery;
biotites may appear as thin silver or white flakes.

Class 7. Very Well Weathered Rock. --Very well weathered rock has feldspars that
have vv'eathered to clay minerals; rock is plastic when wet; no resistance to

roots .

The initial process of unloading overburden material during uplift and erosion is

xtremely important to all subsequent weat'nering processes. Small stress fractures and

oints extant in tlic cooled magma at depth arc expanded during overburden removal
Oilier 1965). These fractures provide the necessary pathways for water, tlie key
ngredient in botli physical and chemical weathering, both of which are generally near-
urface processes.

The distinctions between physical and chemical weathering in the Idaho batholith
re sometimes obscure. They are contemporaneous processes and complement each other
ynergistically. A typical example of this is provided by biotite weathering.

Initial weathering of individual biotite grains involves hydrolysis of nonframe-
ork potassium, and hydrolysis and oxidation of iron and magnesium. Removal of iron

nd magnesium oxides ensues (Wal]<er 1949J ; the biotite grain forms fringed edges,
xpands and allows increased water entry. The increased water entry results in greater
train on the mineral because of hydration of weathering products and freeze-thaw
lechanisms. This strain allows entry of water, weak organic acid solutions, and

helating agents that result in framework destruction and subsequent secondary mineral
'ormation. Expanded biotite grains can exert enough pressure on the surrounding rock

fracture it, or at least to weaken bonds between adjacent minerals, and thus start
he transition from rock to grus. Framework destruction and subsequent expansion
s the principal process in the conversion from weathering class 1 to class 4, and will

e described in more detail later in this section.



Physical Weathering

The documentation of physical weathering as a singular process, distinct from

chemical weathering, requires recognition of (a) physical breakdown of the rock (loss

of strength) and (b) a lack of secondary mineral formation. These two conditions were

never met in our rock weathering research. Microbrecciated rocks from shear zones

frequently appear in hand specimen to be physically, but not chemically, weathered I

rocks. Such shear zones are common throughout the Idaho batholith and can easily be I

recognized by their abrupt contact with boundary rock of greater competence. In thin I

section, however, rock from shear zones is readily recognized by the degree of micro-

brecciation, marked undular extinction of quartz grains (strain deformation) and, often,

presence of alteration products, such as epidote and garnets.

Physical weathering probably is the major cause of physical weakening in rocks 1

from weathering class 2 to class 4 or 5. The processes that cause this loss of strength

are all surface or near-surface phenomena, with freeze-thaw cycles and hydration-

dehydration being the most important processes. However, freeze-thaw cycles probably
are inconsequential below a soil depth of 12 inches (30 mm) and intergranular stresses

resulting from hydration and dehydration probably are restricted to the top 6 to 10

feet (2 or 3 m) of bedrock, except along the faces of joint systems. •

Chemical weathering requires that water be present, but there is no requirement
for periodic drying. Chemical weathering is therefore favored in subsurface zones that

are periodically wetted by deep seepage, but are not subject to evapotranspirational
water loss.

Chemical weathering does aid in the physical weathering of some rocks. This has

been observed by engineers and those concerned with road maintenance, who contend that

granite bedrock weathers, decomposes, or "air slakes" within a year or two after con-

struction. Hence, rock that required blasting for road construction becomes a sediment
source and maintenance problem. Such rock has weathered chemically by hydrolysis and,

possibly, by oxidation (Henin and Pedro 1965) of biotites and initial hydrolysis of

feldspars, but it has not undergone physical weathering until it is exposed in a

roadcut

.

The chemical weathering at depth, which may only be visible as mild iron oxide
staining and slight opacity of feldspars, has resulted in a network of fine inter-
granular fracturing. Thus, the rock is primed for water entry and will lose its

strength rapidly upon surface exposure. Rock samples obtained from the Army Corps of
Engineers show iron oxide stains in cores from a depth of 820 feet (270 m) . Apparently,
fracture systems are extensive and very deep weathering occurs, at least in some parts
of the batholith. I

Several clues can be observed in the field to determine whether hard, unrippable
rock is likely to lose strength rapidly and spall within a year or two. If the feldspars
are clear, particularly at their boundry with adjacent mineral grains, rapid deterior-
ation of the rock is unlikely. We found that staining rock with a 1 percent solution
of p-aminophenol (Dodd 1955) was useful for indicating slight chemical weathering that
might be undetected in a macroscopic field examination of rock (Hampton and others '

1974a). In contrast, presence of iron oxide stains around biotite grains is of little
value in predicting strength after exposure.

Increase in size and frequency of intergranular fractures is the single best '

expression of increasing physical weathering. For this reason, we would expect rock
bulk density to be a good descriptor of degree of physical weathering (fig. 3). Un-
weathered rock, class 1, shows bulk densities in excess of 2.6 g/cc, essentially equal

to the solid pliase density of the individual minerals. Weathering to class 2 is a

10



chemical process involving initial lu'drolys i s of relatively easy-to-weatlier minerals--
mainl)- liiotite and plagioclase feldspars. 'I'hesc processes involve some expansion of

mineral grains (lielley 1966; Clark 1967; Wahrhaftig 1965), whicli results in a lowering

of bulk density to about 2.5 g/cc. Physical weathering processes exploit the small

fractures resulting from the initial weathering , expand the fractures, and lowe-i- tiie

bulk densit)- to a range of 2.2 to 2 . ."S g/cc (weathering classes 3 and 1). At the same

time, tlie rate of chemical weathering can increase due to the greater frequency of

fractures. After this, tlie rocks disintegrate, forming grus . Little change occurs in

bulk density until chemical weathering is quite advanced and secondary minerals make
up a good proportion of the rock. Bulk densities of from 1.8 to 2.1 g/cc are common

at this advanced stage of weathering (classes 6 and 71 .

With increased plu'sical weathering, we expected decreasing trends in rock hardness
and strength along with the expected decrease in bulk density. These relationships
were examined by plotting unconfined compressive strength of intact core samples and

the liardness values dcvelojied by scleroscope against weathering classes. In addition,
sonic wave velocities were measured on several core samples and related to weathering
classes. These plotted relationships are presented in figures 4, 5, and 6. A more
detailed study in Hampton and others (1978) essentially substantiates the results

presented here.

The debates over insolation as an active process in physical weathering continue
(Blackwelder 1935; Griggs 1936; Oilier 1969); however, both proponents and opponents
of tlie insolation hypothesis agree that diurnal heating and cooling is most stressful
to coarse-grained rocks, such as tliose in the Idaho batholith.

Exposed roadcuts are prime candidates for accelerated physical weathering resulting
from diurnal fluctuations in temperature. This contention is supported by the observa-
tion that roadcuts produce substantial sediment during periods of no freezing or

precipitation.

; Nighttime relative humidities generally reach 100 percent, even during summer dry
periods (data on file, Intermountain Station's research laboratory, Boise), and we
:Tiight expect diurnal fluctuations in hydration of secondary minerals. These fluctuations
nay be a more important agent in producing sediment (grus) by granular disintegration
than insolation.

Fire has also been proposed as a physical weathering phenomenon (Blackwelder
1927) . This hypothesis has received recent support (Birkeland 1974)

.

We have observed flaking and granular disintegration of exposed boulders following
.vildfires and controlled burns in the Idaho batholith. These boulders may have been
primed for such fire- induced weathering by previous chemical and physical weathering.
Whether fresh (weathering class 1) rock would flake and disintegrate upon heating by

fire is not known, although class 1 rock will readily flake upon heating with a

Buns en burner.

Chemical Weathering

The readjustment of bedrock to a surface environment involves chemical reactions
wrought about by the state of disequilibrium the rock is in when brought to the earth's
5urface by uplift and overburden removal. A few principal differences in surface en-

/ironment dictate or define this state of disequilibrium: (1) lower pressure and

temperature, (2) presence of copious amounts of water, (3) dissolved gases (principally
,D-j and CO^) in the water, and (4) presence of organic compounds, notably organic acids

md chelating agents.

11
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From theoretical considerations, the equilibrium byproducts of chemical weathering

would be aluminosilicate clays, crystalline and amorphous oxides of silicon, aluminum,

and base metals, especially calicium, sodium, iron, and potassium (Jackson 1965b).

Studies of secondary minerals in soils in the Idaho batholith indicate the common

solid by-products are kaolinite and halloysite, illite, allophane, and iron oxides.

Primary quartz remains relatively unweathered.

The processes or reactions that produce those products may be thought of as

desilication and alumination of primary minerals, since the reactions result in a net

loss of silica relative to alumina (Jackson 1965a). Jackson (p. 16) identified three

stages of desilication: "(a) mild desilication and alumination into phyllosilicate

intergrades and allophane, (b) intermediate desilication (kaolinization) , and (c)

intensive desilication (laterization) ." The products of mild and intermediate desilica-

tion in Idaho batholith soils are reflected in the clay mineralogy of batholith soils

(Clayton 1974). The results of these soil processes will be discussed in a later

section of this paper.

Weathering reactions and weathering products were studied below the soil in

bedrock. This soil-bedrock boundary is easy to recognize in most instances, but is

diffuse and poorly defined in weathering class 7 rock. The criterion for calling such

material bedrock is the generally well-preserved fabric of interlocking mineral grains

that give the appearance of granitic rock. This mineral grain accordance is not

observed in soil peds in overlying C horizons, probably because of biotic and climatic

(freeze-thaw) disturbances. Class 7 rock may also occur in gouge zones where less

weathered adjacent rock is clearly below the lowest soil horizon. In other weathering
classes, the soil-bedrock interface may be diffuse, but is readily recognized by the

difference in structure, fabric, mechanical strength, and degree of oxidation.

A variety of techniques, including macroscopic (hand specimen) descriptions, thin

section descriptions, chemical analysis, and x-ray analysis of pulverized rock samples

were used to document chemical weathering. The important mineralogical differences
between the weathering classes follow.

DIOTITE

Progressing from weathering class 1 to 6, biotite progresses from compact black
grains to brown and golden grains having fringed edges. Biotites are absent in class
7 rock. No visible iron oxide stains emanate from biotites in class 1 rock. Iron

oxide staining reaches a maximum in class 4 rock. In thin section, fresh biotites
range in color from various browns to green and are pleochroic (fig. 7). They are
strongly birefringent . Upon weathering, biotite grains have fringed edges, and iron
oxide stains adjacent minerals (fig. 8). Upon further weathering, we have observed
complete replacement of biotite by sericite (fig. 9) or possibly an iron-rich smectite-
iddingsite (fig. 10)

.

This is in contrast to a study of ademellite weathering in the IVhite Mountains,
Calif., in which Marchand (1974) found little chemical weathering of biotite prior to

grus formation. He attributes this to a drier climate, little evidence of chemical
weathering, and a more pronounced physical weathering environment (Marchard, personal
communication, 1976) . In the Idaho batholith, we have never found grus formation
without obvious chemical alteration.

Biotites in rock weathering classes 5 and 6 dye a violet to pink color when samples
are treated with p-aminophenol . The purple-blue colors are characteristic of montmoril-
lonoids and various shades of pink are characteristic of kaolin minerals, according to

Dodd (1955) . According to our interpretation, the presence of either color indicates
argillation of the primary biotite without specifying the mineral because of the
notable absence of smectites in batholith soils (Clayton 1974) . However, this does
not preclude the presence of smectites on weathered biotite grains.

14
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Figure 7 . --Relatively fresh biotite grains exhibiting some

weathering along grain boundaries (fringed edges] . There
is no apparent iron oxide staining of adjacent mineral

grains. Magnification = 40X; nicols crossed.
Transitional from weathering class 1 to 2.

Figure 8. --Weathered biotite grains exliibiting iron oxide

staining of adjacent feldspars and partial alteration
of biotite to iddingsite and smectite.

Magnification = 40X; jilanc light.
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Figure 9. --Relatively complete sericite alteratiOii of biotite
in a rock weathering class 5. Magnification = 40X;

nicols crossed.
i

Figure 10. --Iron rich smectite-iddingsite alteration after
biotite. Note oriented clay and iron oxide stains in

microfractures of adjacent feldspar grain. Magni-
fication = lOOX; plane light. In a rock of weathering

class 6.
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In his summary of European and American research of biotite alteration in soil,

Lucas (1962) described the principal transformations as either: (1) biotjtc to veniii-

culite and montmoril lonite (both t rioctahedral) b\' way of intermediate intcrst rat i f i cd

clays, or (2) biotite to chlorite, vermiculite and montmoril lonite (all dioctahedra 1 )

.

Although all of these clay minerals have been reported in soils of the Idaho batholith
(Clayton 1974), their presence is minor compared to kaolinite and illite. Tlic dominance
of kaolinite and illite would be expected on the basis of climate (Barshad 1966; Birke-
land and Janda 1971; Clayton 19741.

FELDSPAR

It is often difficult to distinguish plagioclase feldspars from potassitmi feldspars
in hand specimen. For this reason, the macroscopic descriptions of the feldspar weather-
ing sequence combines all feldspars. Very fresh feldspars from weathering class 1

rock appear clear and transluscent . With increasing weathering (classes 2 through 4J,
feldspars become more opaque. Feldspars dye blue with p-aminophenol along their grain
boundaries in weathering class 5 and darken to violet and pink as weathering increases.
In weathering classes 5 and 6, the opaque appearance of the mineral grains changes to

a powdery appearance and mechanical strength is greatly diminished.

One can work out the details of feldspar weathering by examiiiing specimens in

thin section. Most plagioclase crystals are in the range of Ab70 to AbSO, as determined
by extinction angles of carsbad-albite twins (Kerr 1959J . Plagioclase grains obviously

i are more argillized at lower weathering classes (3 and 4) than potassium feldspars.
Kaolinite (or possibly halloysite) commonly forms pseudomorphs after plagioclase,
distinguished by low relief and weak birefringence (fig. 11). Plagioclases in the

Idaho batholith are commonly zoned and differential weathering of the more calcic core

is frequently observed (fig. 12).

Sericitic mica (or perhaps illite) occurs as both an intergranular and a fine
surficial replacement of plagioclase feldspar in thin section. The transition from
plagioclase to illite is difficult to prove because sericitic mica is invariably pre-
sent in the parent rock. Wilson (1975) points out that this transition is likely in

confined saprolites because potassium is not removed by leaching.

Potassium feldspar argillation was not pronounced in weathering classes 1-3. In

contrast, rather complete argillation of orthoclase was observed in liigher weathering
classes (fig. 13a, 13b, and 14). In places, orthoclase grains have extreme micro-
brecciation and partial argillation surrounded by a groundmass of primary quartz,
orthoclase, and kaolinite. Large fractures are filled with chalcedony, suggesting
hydrothermal water may have occupied the shear zone (fig. 15). Such extreme micro-
brecciation may result from strain associated with a localized shear zone, a common
occurrence in the Idaho batholith.

Microcline is the common potassium feldspar in a few plutons within the Idalio

batholith. Figures 16 and 17 show fresh and slightly weathered microclines from the

Sawtooth Mountains, in the south-central part of the Idaho batholitli. The minerals
appear to be more susceptible to weathering along stress fractures.

17



Figure 11 . --Kaolinite pseudomorph after plagioclase showing

relict twinning. Groundmass is highly fractured quartz,

orthoclase, and altered biotite. Magnification = 40X;

nicols crossed. Weathering class 5.

Figure 12. --Preferential v.'cathering of the more calcic core
of a plagioclase feldspar to kaolinite. Note relict twin-

ning in the clay. Magnification = 40X; crossed nicols.
Weathering class 4.



Figure 15a. --Complete argi 1 latioii of a K-fclds]iar to kaolinite
an iron-rich smectite (?) and a vcnilet of iddingsite or
iron oxide. Magnification = lOOX; nicols crossed. Weather-
ing class 6

.

%.

•A f

J - •

•V.

Figure 15b. --Same as figure 15a; jilane light.
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Figure 14. --A sericitized pseudomorph after orthoclase con-

taining kaolinite, secondary mica, and iron oxide. Magni-

fication = 40X; nicols crossed. Weathering class 5.

Figure 15. --A highly microbrecciated k-feldspar surrounded

by a groundmass of primary quartz, orthoclase, and kao-

linite. The large fractures are filled with chalcedony.
Magnification = 40X; nicols crossed. Weathering class 5.
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Figure 16. --Rather fresh microline exhibiting stress fractur-

ing, but no chemical alteration. Magnification = lOOX;

nicols crossed. Weathering class 1.

Figure 17. --Microcline crystal shov\/ing incipient alteration
along stress fractures. Magnification = lOOX; crossed

nicols. Weathering class 3.
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QUARTZ

Alterations in quartz grains appear to be mainly mechanical, at least through

weathering class 6. This may be due in part to the lack of obvious secondary mineral

replacement of quartz. Highly fractured quartz grains are common in shear zones.

Most quartz grains have an undulose extinction pattern, presumably strain induced

during magmatic cooling (fig. 18).

Figure 18. --Dark area at left is a large quartz grain near
extinction (no transmission of polarized light). Light

lines are strain induced and bound domains of crystal lat-

tice deformation. This results in an undular extinction pattern when
the microscope stage is rotated. Magnification = lOOX; crossed nicols.

X-ray diffraction patterns from selected powdered rock samples show decreases in

peak height and increases in peak diffuseness with increasing weathering (fig. 19)

.

o

These changes are most apparent for plagioclase peaks from 3.16 to 3.26 A (040 reflec-
o o o

tion), 3.66 A (131), 3.78 A (111) and at 4.04 A (201). In general, the diffuseness
(broad base, lack of symmetry) of the peaks is a better indicator of mineral weathering
than peak height

.

Slight changes in mineralogy of rocks of various weathering classes sometimes cause
less distinct diffraction peaks, or the complete absence of a peak. For example, the

o

020 orthoclase reflection at 6.46 A is absent in the class 1 sample (fig. 19), yet the
o

201 reflection at 4.26 A is present in all three samples.

o

Weathering class 1 rocks have a distinct 10 A biotite peak. In contrast, class 7
o

rock has a 10 A mica peak of equal intensity, but thin section observation indicates
this to be entirely secondary mica, probably illite. Interestingly, rocks of inter-

o

mediate weathering (classes 3 through 5) generally have less intense 10 A peaks than
either the fresh or highly weathered samples.
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Quartz peaks remain essentially unchanged through weathering class 5. There was
O

some indication that the intensity of the quartz peak at 3.34 A diminishes in weathering

classes 6 and 7.

The only weathering products that appeared present in powdered rock diffraction
o

patterns are 10 A micas, although some mixed-layer clays are present in class 6 rock.

We separated the clay fraction from soil and class 7 rock samples for x-ray examination,

and class 7 rock are presented by Clayton (1974)

.

Weothering Progression the Idaho Dotholith

Because of our studies of chemical, mineralogical , and physical changes brought

about by physical and chemical weathering, we can propose typical weathering stages

for batholithic rocks in Idaho. We feel that such a weathering progression would be

similar for other batholiths with similar climates--winter freezing and summer dry

periods. Such areas are extensive throughout the vvestern United States and Canada.

Stage 1: Removal of overburden material . --Though not truly a weathering process, the

rock expansion resulting from unloading associated with overburden removal forms small

fissures large enough for water entry and subsequent weathering. This stage corresponds

to weathering class 1. No chemical or mineralogic cliange has occurred in the rock, and

bulk density is typically greater than 2.6 g/cc.

Stage 2: Initial chemical and physical weathering. --This stage is characterized by
hydrolysis of iron and magnesium in biotites, oxidation of ferrous iron to ferric

iron, loss of potassium, and a gain in water. Hydrolysis of calcic plagioclases is

moderate, and initial hydrolysis of alkali feldspars is mild, but evident. Interstitial

fracturing is evident in hand specimens, but rock is not spalling nor producing grus

.

Bulk density ranges from 2.3 to 2.5 g/cc. Stage 2 weathering corresponds to weathering
classes 2 and 5.

Stage 5 : Intense physical, moderate chemical weathering. --Following stage 2 weathering,
the rock is "primed" for accelerated weathering because of the numerous pathways for
water entry provided by stage 2 weathering. Physical weathering by cyclic freezing
and thawing, and cyclic wetting and drying break down the weathered bedrock to grus.

Processes of physical weathering have reached their apex in stage 3 weathering with
appearance of thick spall rinds and ultimate grus formation. Spalling and formation
of grus by granular disintegration requires that a rock surface be exposed to the
atmosphere (Carroll 1970; Oilier 1969). Continued hydrolysis, oxidation and hydration
of primary minerals, forms considerable quantities of clay minerals, allophane, and
iron oxides. In hand specimen, feldspars appear powdery and stain blue and violet or
pink with p-aminophenol . Clay pseudomorphs after feldspars, and micas and iddingsite
alteration products, are commonly observed in thin section. Plagioclase feldspar x-ray
peaks become diffuse and lose their intensity. Biotite peaks may disappear and secondary
mica peaks show up in powdered rock x-rays. Stage 3 weathering involves the progression
from weathering class 4 to weathering class 6, and bulk densities decrease ranging from
2.1 to 2.3 g/cc

.

Stage 4 : Intense cliemical weathering. --Rocks that complete stage 3 weathering, but
remain buried within or below a soil profile, are subject to intense in situ chemical
weathering. In stage 4 weathering, the original rock fabric is preserved, but, with
the exception of quartz, most other minerals have been altered to secondary weathering
products. The result is a rock matrix of clays, crystalline and amorphous oxides of
iron, silicon and aluminum, and embedded quartz grains. The rock is subject to plastic
deformation when wet. Stage 4 weathering results in bedrock of weathering class 7.

Bulk densitites of class 7 rock range from 1.8 to 2.1 g/cc.
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HYDROTHERAAAL ALTERATION OF BEDROCK AND SLOPE STABILITY

The geographical occurrence of bedrock of weathering class 7 was of considerable
nterest to us because of the strong correlation between class 7 bedrock and mass

allures in the batholith (Megahan 1973; Day and Megahan 1976) Along the Middle Fork

f the Payette River drainage in the southwestern Idaho batholith, 18 percent of 186

ass failures studied were associated with class 7 bedrock (unpublished data on file

t the Intermountain Station's research laboratory, Boise). A generous estimate of

he areal occurrence of class 7 rock in this drainage is 5 or 4 percent. In the

learwater Forest in the nortliern Idaho batholith, Day and Megahan (1976) assigned 53

ercent of 441 slides to a weathering class similar to class 7 of this study.

X-ray diffraction studies of the clay fraction from selected sites containing
lass 7 rock in the southern Idaho batholith show the expected clay mineral suites
kaolinite-hal loysite and illite) in some cases and unexpected mineral assemblages
dominantly smectites and interstratified mixed- layer clays) in others. Clayton
1974) interpreted the smectite formation as a result of high silica potential and

igh base status associated with impeded drainage. Corroborative evidence of impeded
rainage includes the common association of lepidocrocite with the smectite clays, and
olar si lica:alumina ratios twice the value found in freely drained soils with the
aolin-illite mineralogy.

Further field investigations revealed several sites fitting the field criteria
or class 7 bedrock, but obviously occurring in gouge zones or localized shear zones,

he clay alteration products often occur in seams within these zones, bounded by

ighly fractured (but chemically and mineralogically less altered) rock. These observa-

ions indicate tliat the clay is not a product of in situ weathering.

Boise State University, in cooperation with the Intermountain Station's research
aboratory at Boise, investigated the mineralogical properties of several class 7 rock

ites located in the southern Idaho batholith (Nichols and Nichols 1976)"^. These
ites included both shear zone locations with clay seams and locations where the

rgillized material appeared to result from in situ weathering. Sampling sites for

hese studies were concentrated in two areas, the Middle Fork of the Payette River in

alley County, Idaho, and the North Fork of the Boise River in Boise County, Idaho.

The Payette River sites are located along a major linear structural trend (Day

nd others 1974) . Hot springs are located along this linear feature, often at the

ntersection of it and secondary linear features. According to Nichols and Nichols

1976) , deep fracture zones associated with these lineaments provide the "significant
lumbing systems for the deep convective circulation which is responsible for the
ydrothermal alteration" (p. 15).

In contrast, the linear structural trends that control the course of the North
ork of the Boise River are more local in nature, and the width of the fractured rock
nd associated alteration is much less extensive.

^Nichols, Clayton R., and Ann M. Nichols. 1976. Mineralogical investigation of

ydrothermally altered plutonic rocks of the southwestern Idaho batholith. Final Rep,

oop. Agreement 12-11-204-115. Unpubl. Ms. on file, Intermt. For. and Range Exp. Stn.

oise, Idaho, 50 p.
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The alteration products observed along the Payette River are dominantly kaolinite
and illite with minor mixed-layer illite-montmorillonite. Individual grains of quartz,

orthoclase, and plagioclase "float" in a groundmass of kaolinite and illite. Orthoclase
crystals are clouded and sericitized along fracture faces. Plagioclases have undergone
extensive internal alteration to kaolinite and sericite.

The alteration products observed along the Boise River differ markedly from those

observed along the Payette River. The dominant alteration products at the Boise River
sites are montmorillonite and clinoptilolite, a zeolite similar to heulandite. The

zeolite occurs in veinlets or fracture fillings in areas of more intense alteration
associated with extreme microbrecciation. Plagioclase feldspars exhibit zoned internal
alteration to sericite (probably montmorillonite). Orthoclase crystals are fractured,
but otherwise appear fresh. Biotites are generally fresh with minor alteration to

montmorillonite at grain boundaries.

Nichols and Nichols (see footnote 4) consider the kaolinite-illite alteration
along the Payette River to be more vigorous than the montmorillonite-clinoptilolite
alteration along the Boise River. Their judgement is based upon the greater desilication
and relative alumina enrichment and cation removal required for kaolin formation. In

turn, they relate this more vigorous alteration to the more extensive fracture system

associated with the large regional linear features along the fliddle Fork of the Payette
and the attendant hot water leaching.

Valley width is greater and the relief ratio is smaller along the Payette than
along the Boise. Gentler sideslopes and deeper soils result, probably because of more
extensive surface weathering. The resultant clay mineralogy is that expected from

surface weathering and presumed to be in equilbrium with present-day pedogenic processes.

The above is not in disagreement with the hypothesis that the more extensive
fracture system associated with a major lineament has resulted in more vigorous
alteration. This does leave open the hypothesis that hydrothermal alteration in com-

bination with subsequent surface weathering produced the kaolinite-illite suite.

The mass erosion problems associated with weathering class 7 bedrock appear to be
related to poor soil drainage and loss of strength along the contact between class 7

rock and the adjacent less-altered rock. The high clay content of class 7 rock and
lack of distinct jointing and fracturing result in a lower hydraulic conductivity than
that in the overlying sandy soils and adjacent weathered bedrock. Most failures occur
during spring snowmelt or long-duration rainstorms. The overlying soils become saturated
after large volumes of water percolate to and are detained by the clay zone. Often
the failure plane of the mass failure is at oi- directly adjacent to the clay zone.

Debris avalanches and rotational slumps are the common mass failures associated
with class 7 rock, occurring in a 60:40 ratio, respectively (data on file at the
Intermountain Station's research laboratory, at Boise). We feel that orientation of
the clay seam or zone with respect to the slope is important. The hazard increases as

dip angles increase and where the strike parallels the sideslope.

We have not observed inherent differences in slope stability associated with
mineralogy. One might expect montmorillonitic clay zones to be less stable than
kaolinitic zones because of the shrink-swell capabilities of montmortillonite. The
more pervasive alteration of the kaolinite-illite clay zones along the Middle Fork of
the Payette River may have masked any differences in erodibility associated with the
clay mineralogy.
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SOIL GENESIS AND MORPHOLOGY

Soils formed on slopes in tlie Idalio hatholith are cliaractcrist Leal ly shallow to

)derately deep, coarse textured, and cither gravelly or stony. Ty]5ical soil profiles
ive A and oxidized C horizons underlain by weathered granitic bedrock. Coarse loamy
md and coarse sandy loam textures predominate. In residual soils, B horizons are
icommon on steep sideslopes. On gently sloping upland slopes that could be remnants
: old erosion surfaces (see footnote 2) , erosion rates are probably relatively low

id cambic B horizons often are present. Argillic B horizons are weak and generally
;stricted to soils formed on alluvium or colluvium, and to slope gradients of less

lan 10 percent.

The common orders and suborders of soils that have been mapped in the Idaho
itholith are (nomenclature follows Soil Survey Staff 1975):

Entisols

Orthents
Psamments
Fluvents

Inceptisols

Umbrepts
Ochrepts
Andepts

Alfisols

Boralf

s

Xeralfs

Hollisols

Borolls
Xerolls

Important family differentiae in the Idaho batholith include the following classes:

(1) Particle size: sandy, sandy-skeletal, loamy-skeletal, coarse loamy, medial

(2) Mineralogy: mixed

(5) Temperature: frigid, mesic

(4) Depth: shallow

(5) Bedrock contact: lithic, paralithic

Of the state factors of soil formation presented by .Jenny (1941), topograjiliy

)pears to most strongly influence soil morphology on slopes in the Idaho batholith.
'osion rates on the steeper slopes are sufficiently high that other state factors,
ich as climate, biota, and parent material, are not allowed maximal expression for

;dogenic development over time. The topgraphic limitations result in "soils without
)rmal profiles" (Jenny 1941). "This condition," he wrote, "is related to slo^ie in

ich a manner that the greater the slope--as compared with the 'normal' slope--
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the fewer the number of characteristic profile features and the more feeble their

design. Soils of mountainous regions furnish the most conspicuous examples of this .

type." '

We can better understand the reasons for these weakly developed soils by examining
annual erosion and sedimentation rates from undisturbed, forested sites in the Idaho

batholith. (Annual erosion and sedimentation rates expressed in cubic yards or tons

per square mile per year have been adjusted to cm/1,000 years to clarify the following
discussion.

)

Megahan and Kidd (1972a) report annual erosion figures from erosion plot data

ranging from 0.16 to 0.67 cm/1,000 years, for 2 years and 15 stations, in the west

central batholith. We have erosion plot data (on file in the research laboratory at

Boise) ranging from 0.02 to 5 cm/1,000 years, with a mean erosion loss of 0.86 cm/1,000
years. These figures are based on data collected over 4 years on 25 stations in the

southwestern Idaho batholith. Much higher erosion has been observed (several cm per
storm) during high intensity summer rainstorms or during rapid snowmelt (Megahan and

Kidd 1972b)

.

In a study of sediment yields from small watersheds in the southern Idaho batholitl

Megahan (1975) published figures on probable annual sedimentation rates indicating a

50 percent chance occurrence of 0.39 cm/1,000 years. A 10 percent chance occurrence
event would yield a sedimentation rate of 1.5 cm/1,000 years. Sedimentation rates at

these study sites, however, average less than one-half the erosion rates in the batho-
lith. This discrepancy may be due in part to aggradation during valley building above
the dams where the sediment is collected.

In any case, erosional losses exceeding 1 cm/1,000 years are to be expected in the
batholith under present climatic stresses. i

Marchand (1971) points out that major alluviations in valleys of the western Cor-

dillera (and hence erosional events on mountain slopes) occur during glacial rather
than interglacial periods, even in unglaciated basins. Therefore, our short-term
records of erosion rates are minimums when considered over a period of several tens of
thousands of years.

These erosion rates take on considerable significance when time for pedogenic
processes is considered. Birkeland (1974) indicated that the time required for steady
state expression (maximal development) of A horizons ranges from 100 to 1,000 years,
for cambic horizons several thousand to 100,000 years, and for argillic horizons, is

greater than several hundred thousand years. Time for initial expression of these
horizons would be one or two orders of magnitude less. It is readily apparent that
the time required for even modal development of B horizons is simply not available on

slopes losing 1 cm or more of soil each 1,000 years, when the total soil depth averages
50 to 60 cm.

Sampling and Loborotory Studies

Descriptive soil morphology and a variety of laboratory analyses were performed
to meet the original study objectives of relating soil properties to bedrock weathering
and fracturing characteristics and to geomorphological considerations. Sampling
procedures assured variety in bedrock characteristics and geographic and climatic
diversity. The necessity of sampling roadcut faces tended to bias sampling to ridgelin
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Several soil properties reflecting degree of soil profile develo]iment were examined,
lese properties were considered from the stand]H)int of topographic and climatic
ariables and slope stability (and thus age). I'roperties included: hor i zonat i on,

3lor, amount of clay and clay mineralogy, free silica and alumina in the cla\' fracti.iii,

fee iron oxides, water retention, percent organic matter, heavy mineral grain morphology,
id pll. We were particularly interested in relating degree of soil development to

sathering and fracture density characteristics of tlie underlying parent rock. Where
spographic influences (steep slopes) are not the limiting factor in soil development,
itcs of bedrock weathering are limiting. Tiicse rates are also a functioi-, of climate
id biota. Of secondary interest was the influence of topographic and climatic vari-
olas on soil genesis and bedrock weathering and alteration.

Soil Characteristics and Rock Weathering Relationships

The degree of horizonation and the distinctness of soil horizons are related to

gathering classes. For example, two of three sites underlain by class 1 (liard,

iweathered) rock have no soil formation except an accumulation of surface litter (01

jrizon) . The third site has a shallow Al horizon and a transitional AC horizon
Dntaining 60 percent stone and rock. Bedrock at this site is highly fractured and

le greater soil development (the presence of both an Al and AC horizon) is likely
ttributable to the high density of fractures.

In contrast, soils overlying bedrock of weathering classes 4 througli 6 generally
ive All and A12 horizons and two or more C horizons transitional to the bedrock.
Dils usually exhibit paralithic contacts with bedrock.

The boundary between the C horizon and bedrock becomes less distinct as the

fathering class of the underlying bedrock increases. Hence, soils overlying weathering
Lass 1 or 2 bedrock have a much more distinct C-R horizon boundary tlian soils over-

>^ing bedrock of weathering class 5 or 6; however, as the weathering class of underlying
^drock increases, A-B, A-C, and B-C horizon boundaries often are clearer and more
Lstinct

.

Clarity and distinction of horizon boundaries is a function of time availalile for

jrphologic expression of pedogenic processes. Hence, we intuitively feel that soil

ormation has progressed over a longer period of time on well-weathered parent materials,
jrther, this explains why soils formed on more highly weatiiered bedrock have progressed
arther morphogically than soils of similar age on unweathered bedrock.

X-ray diffraction studies were carried out on tlie <2 pm fraction of all soils sampler

id on selected bedrock samples ground to a fine powder. Clay mineralogy of the soils

as found to be principally influenced by climate (and microclimate) (Clayton 1974).

le 1:1 minerals (kaolinite and halloysite) predominate in well-drained soils of moderate
r better development.

X-ray samples of bedrock indicate a variety of secondary minerals in weathering
lasses 6 and 7; however, only weathering class 7 samples gave sharp, distinct kaolin

2aks. Sericitic mica (illite?), present as a fine surficial and intergranular alter-

tion product of plagioclase feldspar and mixed-layer montmori llonite-illite are the

Dmmon secondary silicates found in weathering class 6.

Although illite commonly appears in the clay fraction of soils (Clayton 1971) the

ixed-layer clays are notably absent. We must presume that these mixed- layer clays

re transformed in the soil, either to allophane, kaolin clays or to illite.
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Free silica and alumina were determined in the clay fraction of soils. Stratifying

the soils into dominantly kaolinitic clays versus dominantly montmorillonitic clays

showed a marked difference in amounts of silica and alumina. Kaolinite clays average

1.6 times more silica and three times more alumina than montmorillonite clays (Clayton

1974); liowever, the molar silica/alumina ratio is 1.8 times greater in the montmorillo-

nite clays relative to kaolinite clays. The larger ratio was explained by the greater

solubility of silica relative to alumina and by the fact that in well-drained soils .

insufficient silica potential exists for montmorillonite formation. I

We adjusted the percent of free silica and alumina in the clay fraction by bulk

density and clay content of the soil to express the sum of the two in grams per cubic

centimeter of soil. There is a generally increasing trend in free silica plus alumina

per unit volume of soil, ranging from 0.002 g/cc in soils formed on weathering class 1

to 0.005 g/cc in soils formed on weathering class 7 rock. This increase is attributable

to the slightly higher clay content of soils formed on rocks in higher weathering

classes, particularly class 7. !

I

Soil color and free iron oxide content of soils were analyzed to see if any '

relationships exist with degree of bedrock weathering. Zinke and Colwell (1963) found

color to be the most obvious field characteristic indicative of the degree of weathering

in upland soils in California. They found that color progresses from grayish brown to

reddish brown with increasing soil development. This color progression is related to

a progressive increase in free Fe^O^ content in the soil.

Birkeland and Shroba (1974) used the hue of Cox and B horizons to indicate inten-

sity of oxidation (and hence age) in dating Quaternary soils. The hue progression is

from 2.5Y or 5Y to lOYR to 7. SYR with time. This hue change is a progression from .

yellow to red and again reflects increasing iron oxide content in the C horizon. '

In all of our soils the dominant hue in the oxidized C horizon is lOYR. Taking
colors in weathered granitic rock is very subjective, however, because of the salt and

peppery appearance due to the coarse grain size and differing colors of the constituent
minerals. We did find a trend of increasing chroma from 1 or 2 to 4 with increasing
weathering class of parent rock for soils of similar petrology. This relationship
did not hold up universally in the soils we studied. As explained, free Fe^O, content

and iron oxide staining of bedrock appears to be related to the amount of biotite in

the rock, not just to the degree of weathering.

Heavy mineral grain etching has been used to indicate degree of soil development
or stage of weathering (Birkeland 1974) . We separated heavy minerals in the fine sand

and very fine sand fractions of selected soils for microscopic observation. Amphiboles
and pyroxenes are almost completely absent in Idaho batholith rocks sampled; so we have
no useful data on heavy mineral etching.

The pH of the soils studied shows a decreasing trend with increasing bedrock
weathering class (fig. 20). We omitted A horizons from this analysis to diminish the
confounding effect of organic matter. Decreasing pH with increasing weathering class
can be expected due to the greater hydrolysis and subsequent leaching of released
bases. Seventy percent of the variance in subhorizon pH can be explained by bedrock
weathering class in this linear regression. The standard error of estimate is 0.29 pH
units.
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SUMMARY

The degree of weathering of batholithic rocks, as described by a previously devised

seven-class system, appears to reasonably reflect physical and mineralogic changes in

bedrock. We have described these changes as observed in hand specimen, thin section,

and through chemical, physical, and x-ray analyses of fresh and weathered bedrock from

the Idaho batholith.

After the unloading associated with overburden erosion, initial hydrolysis and

oxidation of biotites provide sufficient pathways for water entry, a necessary pre-

cursor to physical weathering. Rocks at or near the ground surface then progressively
weather to grus , with physical weathering processes dominating chemical weathering.
At depth, chemical weathering processes assume greater importance and the products of

chemical weathering are better preserved. Biotites commonly weather to a degraded
o

mica, then to a smectite-iddingsite product, and eventually to a 10 A clay probably
illite. Sericitic weathering products and, ultimately, kaolinization of feldspars are
common.

Relationships between soil morphologic properties and bedrock weathering in the
Idaho batholith are for the most part obscured by climatic and topographic influences,
sucli as precipitation patterns, slope steepness, and internal soil drainage.

Slope steepness affects erosion rates and erosion strongly controls the time for

pedogenic processes to differentiate soil horizons. Batholith soils are predominatly
entisols, inceptisols, and weakly developed alfisols and mollisols, all reflecting lack
of pedogenic development due to high erosion rates. Ii
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The weathering classification of intrusive rocks pub-
hed previously by Clayton and Arnold (1972) has been used Lon

ensively by land managers, primarily for relating bedrock -s

thering characteristics to slope stability. The research
orted in this paper has provided for minor refinement and
expansion of this classification to include relationships

ween rock strength and weathering classes. In addition,
weathering stages published in this paper are related to

thering classes, providing a conceptual framework for the

esis of the various classes of weathered granitic bedrock.

Weathering classes are recognized in the field by the
lowing criteria:

1

.

Change in rock color from that of the unweathered
condition

.

2. Mechanical strength of rock (how easily it can be
broken manually)

3. Ease with which roots penetrate the rock matrix or

fractures

4. How distinctly original jointing is preserved

5. The sound a rock hammer makes when striking the

rock
on

s

hed
6. Whether or not the rock is spalling (crumbling) tion-

7. Whether or not the rock is plastic in nature when are

wet

.

The above criteria should be used to identify the
lowing classes:

Class 1, Unweathered Rock. --Unweathered rock will ring
from a hammer blow; cannot be dug by the point of a

rock hammer; joint sets are the only visible fractures;
no iron stains emanate from biotites; joint sets are
distinct and angular; biotites are black and compact;

feldspars appear to be clear and fresh.



Class 2, Very Weakly Weathered Rock. --Very weakly
weathered rock is similar to class 1, except for visi;

iron stains that emanate from biotites; biotites may
also appear to be "expanded" when viewed through a

hand lens; feldspars may show some opacity; joint set:

are distinct and angular.

Class 3, Weakly Weathered Rock. --Weakly weathered rod
gives a dull ring from a hammer blow; can be broken
with moderate difficulty into "hand-sized" rocks by
a hammer; feldspars are opaque and milky; no root
penetration; joint sets are subangular. IJ

Class 4, Moderately Weathered Rock. --Moderately weathi

rock may be weakly spalling. Except for the spall rii

if present, rock cannot be broken by hand; no ring
from hammer blow; feldspars are opaque and milky; biot

usually have a golden yellow sheen; joint sets are ina

tinct and rounded to subangular. m

Class 5, Moderately Well Weathered Rock. --Moderately
well weathered rock will break into small fragments
or sheets under moderate pressure from bare hands;
usually spalling; root penetration is limited to

fractures, unlike class 6 rock where roots penetrate
through the rock matrix; joint sets are weakly visible

and rounded; feldspars are powdery; biotites have a

light-golden sheen.

Class 6, Well-weathered Rock. --Well-weathered rock car

be broken into sand-sized particles (grus) ; usually
it is so weathered that it is difficult to determine
whether or not the rock is spalling; roots can pene-
trate between grains; only major joints are preserved
and filled with grus; feldspars are powdery; biotites
may appear as thin silver or white flakes.

Class 7, Very Well Weathered Rock. --Very well weathere
rock has feldspars that have weathered to clay mineral

rock is plastic when wet; no resistance to roots.

The four stages of weathering of granitic rock that ar

recognized in the Idaho batholith are based upon intensity

type of weathering (predominantly physical or predominantly



ion

:al). The following stages are related to weathering class ^•

D decreases in bulk density and unconfined compressive

ith as described below:

ion

es
:age 1 : Removal of overburden material . --Though not shed
:uly a weathering process, the rock expansion resulting ation-

:om unloading associated with overburden removal forms
iiall fissures large enough for water entry and subsequent are

fathering. This stage corresponds to weathering class 1. 3

\ere is no chemical or mineralogic change in the rock,

id bulk density is typically greater than 2.6 g/cc; un-
)nfined compressive strength is greater than 14,000 psi.

:age 2 : Initial chemical and physical weathering . --This
:age is characterized by the hydrolysis of iron and mag-
;sium in biotites, the oxidation of ferrous iron to ferric
'on, a loss of potassium, and a gain in water. Hydrolysis
: calcic plagioclases is moderate and initial hydrolysis
: alkali feldspars is mild, but evident. Interstitial
'acturing is evident in hand specimens, but rock is not
jailing nor producing grus . Bulk density is in the range
,3 to 2.5 g/cc; unconfined compressive strength ranges
:'om 4,000 to 14,000 psi. Stage 2 weathering corresponds

Lon
) weathering classes 2 and 3.

:age 5 : Intense physical, moderate chemical weathering. --

)Ilowing stage 2 weathering, the rock is "primed" for
:celerated weathering due to the numerous pathways for Lon

Iter entry provided by stage 2 weathering. Physical -s

fathering by cyclic freezing and thawing, and cyclic '^^'^

5tting and drying break down the weathered bedrock to

:'us . Processes of physical weathering have reached their
3ex in stage 3 weathering with appearance of thick spall
Lnds and ultimate grus formation. Continued hydrolysis,
nidation, and hydration of primary minerals form consid-
rable quantities of clay minerals, allophane, and iron

cides. Stage 3 weathering involves the progression from
gathering class 4 to weathering class 6. Bulk densities
^crease to the range 2.1 to 2.3 g/cc; unconfined compres-
Lve strength ranges from 1,000 to 4,000 psi.

ition-



Stage 4: Intense chemical weathering. --Rocks that compl€(

stage 3 weathering but remain buried within or below a

soil profile are subject to intense in situ chemical weatt

ering. In stage 4 weathering, the original rock fabric ii

preserved, but, with the exception of quartz, most other
minerals have been altered to secondary weathering produc
The result is a rock matrix of clays, crystalline and
amorphous oxides of iron, silicon and aluminum, and embeci

quartz grains. The rock is subject to plastic deformatic
when wet. Stage 4 weathering results in bedrock of weatl-

ering class 7. Bulk densities of class 7 rock range from
1.8 to 2.1 g/cc; unconfined compressive strength is less

than 2,000 psi.

Published as part of Research Paper INT-237, and as a

refinement and expansion of the weathering classifica-
tion in Clayton and Arnold (1972).
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The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 250 million acres, or 90 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with

Montana State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the University

of Idaho)

Provo, Utah (in cooperation with Brigham

Young University

Reno, Nevada (in cooperation with the Uni-

versity of Nevada)
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RESEARCH SUMMARY

stem analyses in singleleaf pinyon (Pinus monophylla) -Utah
juniper {Juniperus osteosperma) stands in Nevada and eastern Califor-
nia indicate that tree age does not directly affect either diameter
or height growth rates. Diameter growth rates are governed primarily
by competition, and height growth rates depend largely on genetic
characterictics and approach to a site-dependent maximum height.
Rates of stand basal area increment vary among stands, but tend to

be constant with time within closed stands. Because of its constancy
and direct relationship to productivity, stand basal area increment
may provide a good index of site quality in closed stands. Total
aboveground biomass accumulation rates tend to increase with time,

even in older stands. In the absence of perturbations, biomass in

pinyon-juniper stands would probably continue to accumulate at

nearly constant or slightly increasing rates for several centuries.
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INTRODUCTION

A study of tree growth and stand development in pinyon- juniper (Ptnw; monophijl Li-

Junipevus osteosperma) woodlands of the Great Basin was initiated in 1977. Meeuwig and
Budy (1979)^ measured, analyzed, and reported on three pinyon plots in the Sweetwater
Mountains, 130 km (80 mi) south-southeast of Reno, Nevada. During the summer of 1978,

five more plots were measured: three in the Paradise Range 190 km (120 mi) east-

southeast of Reno, one in the Monitor Range 500 km (190 mi) east-southeast of Reno, and

one more in the Sweetwater Mountains. These plots were located on firewood sale areas,
but on sites with no evidence of recent cutting or other disturbance. Except for

one plot in the Paradise l^ange, the plots were located in the oldest undisturbed stands

that could be found in the sale areas. All five plots were predominately pinyon, but

contained some juniper. Understory was sparse on all five plots.

METHODS

The procedures followed in 1978 were essentially the same as those of the previous
year, except no trees were weighed. The plots were 30 m square. A crown map was pre-

pared for each plot, showing locations of all trees taller than 1 dm.

All trees taller than 2 m were felled and their total height was measured with a

tape. Stump height was about 15 cm unless limbs or other irregularities made it

necessary to cut above or below this heiglit. On all felled trees, stem sections were
taken at the stump, at about 5 cm diameter on the dominant leader and at two intermediate
points on the dominant stem. The ages of these sections were determined by annual ring
count and height-age curves were plotted for each tree. These curves were extrapolated
to ground level to estimate tree age, and interpolated to determine past height at any
particular time.

Stump diameters outside bark (d.o.b.l were measured with a diameter tape. A few

trees had more than one stem at stump height. Equivalent diameters of these were
calculated by taking the square root of the sum of the squared diameters of the

individual stems.

Total aboveground biomass, foliage mass, and mass of wood in stems and limbs larger
than 5 inches (76 mm) diameter were calculated for each tree using regression equations
developed from data obtained in another study (Miller, Budy, and Meeuwig, in preparation),
These equations are defined in appendix A.

^Meeuwig, Richard 0., and Jerry i) . Budy. 1979. Pinyon growth characteristics in the

Sweetwater Mountains. USDA For. Serv. Res. Pap. lNT-227, 2() |) . Intermt. For. and Range

Exp. Stn., Ogden, Utah.



Past diameters of each stumpsection were determined by measuring ring widths (to

the nearest 0.1 mm) along a radial that appeared to best represent diameter growth.

Stump diameters outside bark (D ) at any time (t) in the past was calculated by

D - (d.o.b.) 2K/ZH
t t p

in which d.o.b. is present diameter outside bark, Zri is the sum of ring widths from

the pith to time t, and T.ri is the sum of all ring widths along the radial. If there
P

was more than one stem at stump height, ring widths were measured on the largest stem

and the calculated equivalent diameter was used for d.o.b.

Basal area and total aboveground biomass of each tree were calculated by decades

from 1860 to 1970 and also for 1965 to 1975, using the calculated past diameters and

interpolated heights as inputs to regression models described in appendix B.

Stand basal area and biomass per hectare from 1860 to 1978 were calculated by

summing the values of the individual trees and dividing by plot area (0.09 ha).

RESULTS AND DISCUSSION

Elevation, slope, and aspect of the plots are listed in table 1. All eight plots

are on skeletal soils derived from igneous parent material. Sweetwater
plots SI, S2, and S3 were measured in 1977 and reported by Meeuwig and Budy (1979);
and Sweetwater plot S4 was measured in 1978. Plots PI, P2, and P3 are in the Paradise
Range near Gabbs, Nevada; and Ml is in House Canyon in the Monitor Range.

Except for plot P3, the stands sampled in 1978 were considerably older than the
three sampled in 1977 (table 2) . They apparently escaped the extensive cutting that

took place in the Nevada woodlands during the latter half of the 19th century. Four

plots showed no evidence of tree harvesting, other than some juniper-post cutting,
even though they were surrounded by woodland that apparently had been cut over in the

19th century.

Table I . --Elevation, slope and aspect of the eight plots

Plot Elevation Slope Aspect
Percent

SI 2 200 5 N 80° E

82 2 100 20 N 40° E

53 2 300 15 S 60° E

54 2 030 25 N 15° W

Elevation
m

2 200

2 100

2 300

2 030

2 060

2 040

2 190

2 220

PI 2 060 5 N 6 W

P2 2 040 15 N 55° E

P3 2 190 5 N 85° E

Ml 2 220 20 S 60° E



Tabic 2. --Age distribution of trees taller than 2 m on the eight plots

Years
41-50

SI S2 S5 S4 PI P2 P3 Ml

1 -- 1 -- 1 -- -- --

17 6 9 -- -- -- 4 --

10 9 9 1 6 1 6 --

-- 9 5 5 10 2 8 1

1 6 2 2 12 2 5 3

3 14 1 1 6 1 16 2

-- 12 3 2 2 2 10 6

1 1 -- 2 1 -- -- 9

-- -- -- 2 3 1 1 6

-- -- -- 1 5 2 -- 5

-- -- 2 1 6 2 -- 4

-- -- 1 2 4 6 -- 15

-- -- -- 2 1 -- 9

-- -- -- 4 1

2

1

1

3 -- 4

1

1-- --

--

2

4

1

4

1

1

--

-- --

1

1 -- -- --

33 57 34 33 62 30 50 66

The fifth plot fP3) was selected in a younger stand. Its age structure was

learly identical to that of plot S2 and similar to the other two Sweetwater plots ineas-

ired in 1977.

On the basis of age structure, the eight plots can be divided into two groups:
bur relatively young and four relatively old. The four older plots have an all -age

tructure, but few young trees. The younger plots show a tendency toward all -age
tructure. Plot S3 is considered young even though it had four old trees that apparently
pd been left when it was cut over in the 19th century.



Canopy cover varied from 36 percent in plot S4 to 64 percent on plot S2 (table 3)

Stand basal area ranged from 23.4 m^/ha on plot SI to 38.4 m^/ha on plot S4. Stand

basal area growth from 1966 through 1975 varied from 2.2 m^/ha/decade on plot Ml to

5.3 m^/ha/decade on plot SI.

Total aboveground biomass, wood mass, and foliage mass in metric tons per hectare

on each plot, and the rate of total aboveground biomass accumulation are also presente

in table 3. The figures for wood are based on the mass of ovendry wood (bark excluded

in stems and limbs larger than 76 mm (3 inches) diameter and provide an indication of

the amount of cordwood. One cord contains about 1 metric ton of ovendry wood, not

counting bark.

Crown maps and tree data for the five plots measured in 1978 are in appendix C

and appendix D. For crown maps and tree data for plots measured in 1977, see Meeuwig

and Budy (1979).

Height Growth

In general, the plots sampled in 1977 showed appreciable variation in rates of

height growth among trees, even among dominants; but each tree grew in height at a

fairly constant rate throughout most of its life. There was little indication that

height growth slowed down as the trees aged. The plots sampled in 1978 showed even

more variation in height growth rates among dominants, but few of the dominants have

straight-line height growth curves (fig. 1 and 2). Some have the typical curve,

exemplified by tree No. 48 on plot PI, in which height growth rate decreases as height

increases. Some, like tree No. 43 on plot PI, grow rapidly at first and then slow
down to a lower rate of height growth that is sustained for one or two centuries.
Others have erratic rates of height growth that may, like that of tree No. 5 on plot J

increase with time.

Table 3. --Canopy cover, stand basal area, biomass, and growth rates on the eight plots

Plot
SI 52 S3 S4 PI P2 P3 Ml

49 64 60 36 52 56 58 40

23.4 35.4 34.8 38.4 33.0 32.1 29.9 29.1

80 116 121 118 86 102 96 60

30 47 54 55 33 42 35 19

13 IS 14 10 10 13 13 9

5.3 3.6 3.8 2.5 2.7 2.7 3.4 T )

20.8 12.3 13.4 9.3 8.4 10.6 13.4 5.5

Canopy cover {%)

Stand basal area (m^/ha]

Total aboveground biomass (MT/ha)

Wood (MT/ha)

Foliage (MT/ha)

Decadal growth (1966-1975)

Stand basal area (m^/ha/10 yrs)

Total aboveground biomass (MT/ha/10 yrs)
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Junipers tended to have lower height growth rates than pinyon, but the two junipers

in plot S4 show that juniper is capable of height growth rates comparable to pinyon.

A post had been cut from the main stem of juniper No. 20 on this plot about 100 years
ago and the present top is a lateral branch that took over. Its height growth rate

equaled that of the much younger juniper No. 29.

Diameter Growth

As reported for the 1977 plots, diameter growth rates did not decrease appreciably
with age in truly dominant trees. Reductions in diameter growth were caused by compe-
tition.

Tree No. 5 on plot S4 (fig. 21 is particulary interesting. In 1750, it was

severely suppressed, about 200 years old, only 26 dm tall, only 8 cm diametei' at stump
height, and nearly dead. It was gradually released from suppression sometime between
1750 and 1800. It recovered slowly and eventually became one of the fastest growing
dominants in the stand. Kliat happened to the suppressing overstory back in the 18th

century is unknown; there was no evidence of fire damage to the surviving trees. Simi-

lar, but less spectacular, responses to release have been observed in other pinyons.

Stand Basal Area

Radial growth of the individual trees on the j^lots fluctuated and generally de-

creased as competition increased, but, once the trees fully doniinated, stand basal
area growth on each plot became remarkably constant (fig. ^) . The magnitude of this

constant rate is determined by site quality.

Theoretically, there is a maximum basal area for each stand, and, as this maximum
is approached, stand basal area increment decreases through reduction in growth of in-

dividual trees and through mortality. Other than seedlings and a few saplings, there
has been no evident mortality on six of the plots in the past 100 years or so. The

other two plots, S4 and P2, each had one pinyon snag. These trees were 220 and 280

years old at time of death and had stump diameters of 25 and 30 cm. Both had been

growing very slowly for more than 100 years prior to death and apparently died because
of localized overcrowding.

All of the sampled stands, even the oldest ones, are well below maximum basal

area. There arc no indications of impending reduction in basal area increment on any

of the plots, except possibly two of the younger plots, S2 and P,5.

The four younger plots all have higher basal area growth rates than the four older

plots. This is because they are on better sites, not because young stands grow faster

than old ones. All available evidence indicates that basal area growth rates on the

older plots were no greater when they were young. It would be desirable to sample older
stands on better sites, but none have been found so far. Virtually all accessible good

sites must liave been cut over in the 19th century.
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Total Aboveground Biomass

Stand biomass curves (fip. 41 follow patterns similar to basal area curves ffit^. 31.

e main differences are in the relative positions of the curves and the tendency for

ntinuing increases in biomass growth rate after basal area increment has stabilized.

e changes in relative positions of the curves are caused mainly by differences in tree
ight characteristics. Plots PI, P2, and Ml are very close in basal area, but P2 has

e tallest trees and Ml lias the shortest; hence the separation of their biomass curves.

e tendency for biomass growth rate to continue to increase after basal area increment
ases to increase is due to continued height growth.

Regardless of age structure, all plots have been accumulating biomass at an

creasing rate; however, biomass accumulation rates must eventually decline. On the

sis of these plots, the time when that decline would begin is unpredictable. Morta-
ty must increase appreciably to bring about a decline in biomass accumulation rate.

CONCLUSIONS
The plots measured in 1977 were all in relatively young, pure pinyon, stands on

3d sites. Except for plot P3, the plots measui'ed in 1978 were in older stands, con-

ining some juniper, on poorer sites. Except for the determinations pertaining to

ight growth, the conclusions of Meeuwig and Budy (19791 that were based on the 1977

3ts, were supported by tlie data from the 1978 plots. More complex height growth
tterns were found in the older stands. Competition may have a greater effect on

ight growtli rates than we surmised from tlie 1977 plot data. The existence of a

te-dependent maximum height on the 1978 plots was also indicated. The trees on the
77 plots must have been well below maximum height for their sites because no indica-
Dn of approach to maximum height was discernible.

Based on information obtained on the eight plots intensively measured so far, the

llowing conclusions are offered:

1. Height growth rates depend on a complex combination of site quality, tree
height, tree form, and competition. Height growth rates decrease as height
approaches a site-dependent maximum. Height growth is usually slower in

trees with a shrubby form and multiple leaders, which mav be due to genetic
make-up, insects, disease, approach to maximum height, or a combination of

these. Competition affects height growth, but to a much lesser degree than

it affects diameter growth.

2. Age has no direct effect on height growth rates. Some old trees have main-

tained constant height growth lates for the past century or more. Reduction
in lieight growth rates in older trees is caused by approach to maximum height
or, sometimes, by competition, insects or disease.

3. Diameter growth rates are regulated primarily by competition. The effects of

site quality and genetic make-up on diameter growth of individual trees are

obscured by competition and are probably much less important. As with height

growth rates, diameter growth rates are not directly affected by age.

4. There are indications that, in the absence of competition, juniper is capable
of more rapid diameter growth than pinyon and may be capable of more rapid

height growth as well. However, junipers appear to be more sensitive to

competition; they were dominated bv pinyons on all five plots on which thcv

occurred. Tliereforc, their true potentials could not be accurately evaluated.
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5. Pinyon is capable of fully recovering from rather severe supjircss ion.

(i . Stand basal area increment had been remarkedly constant on all Imt the youngest
plot for the past 60 years or more. The only plots with any indication that

stand basal area increment might have been beginning to decline were, surjiris-

ingly, two of the younger ]Uots. Because of its constancy and direct relation-
ship to productivity, stand basal area increment ap])ears to be a good index of
site quality in closed stands.

7. Total aboveground biomass accumulation rates follow a pattern similar to --.tand

basal area increment, but, because of continued height growth, there is a tend-
ency for the rates to continue to increase even in the oldest stands. Since
competition rarely kills larger pinyon and juniper, biomass accumulation can be

e.xpected to continue at nearly constant or slightly increasing rates for several
centuries, barring tree cutting, fires, or epidemics.

These conclusions are tentative and subject to modification when more data are
acquired. The conclusions pertaining to juniper are rather tenuous because few junipers
were on the plots. Conclusions concerning effects of age on growth should be tested
by measuring old stands on better sites, if such stands can be found.

11



APPENDIX A: EQUATIONS OF ESTIMATING BIOMASS

The regression equations in this appendix and in appendix B were derived from

data obtained by Miller, Budy, and Meeuwig (manuscript in preparation) . These equatioi

are based on 68 pinyon and 30 juniper trees on 13 sites throughout Nevada and 3 sites

in eastern California. Biomasses are expressed in kilograms ovendry basis.

Symbo Is

Yj = Ln [total aboveground biomass]

Y2 = Ln [wood (bark excluded) larger than 76 mm diameter]

Y3 - Ln [foliage]

Xi = Ln [diameter outside bark at stump height (cm)]

X2 = Ln [total height (dm)]

X3 = Ln [maximum crown diameter (dm)]

Xi+ = Ln [average crown diameter (dm)]

X5 = Ln [foliage class (defined in appendix D]

SDR - Standard deviation from regression

Pinyon

Yi

r2

Y2

r2

Y3

r2

2.4I6X1 + 0.463X2 + 1.776X3 - 0.243X1X3 - 8.429

0.988 SDR = 0.148

3.167Xi + 2.827X2 " O.4O8X1X2 + O.I2OX1X3 - 14.141

0.991 SDR = 0.163

0.486X1 + 0.470X2 + 1.287Xt, + 0.396X5 - 5.504

0.936 SDR = 0.267

Juniper

Yi = 0.850X1 + 0.642X2 + 1.392X4 - 5.805

r2 = 0.969 SDR = 0.199

Y2 = 1.366X2 + 0.336XiXtt - 6.289

r2 = 0,957 SDR = 0.279

Y3 = 0.137X1X2 + 1.278Xi, - 3.053

R^ 0.919 SDR = 0.258



PPENDIX B: PROCEDURE FOR CALCULATING PAST BIOMASS

Diameter and heiglit can be used to estimate past biomass because they can be deter-

mined for any time in the juist by stem analysis. Crown parameters cannot lie used as

they were for present biomass liecause their past values cannot be estimated accui-alely.

The following equations were developed to estimate past tiiumass:

Pinyon

Y = 2.695Xi + 0.070X2 - O.OcSObXiXo - 5.258

r2 = 0.978 SDR = 0.205

Juniper'

Y = 4.155Xi + 2.455X7 - 0.5475X1X0 - 11.504

r2 = 0.926 SOR - 0.508

The natural log of total aboveground biomass (kg), ovendry basis is Y. \'atui~al

logs of stump diameter and total height (determined by stem analysis as described in

the Metliods section) are Xj and X2.

The last term (the intercept! in the equations was not used in the calculation of

past biomass. A new intercept was calculated for each tree such that biomass calculatei

for 1978 equaled the estimated biomass as calculated by the more accurate equations in

appendix A. 1-or the pinyon equation, the ])roper intercept term fl) was calculated by:

I = Yj - 2.695Xi - 0.670X2 + O.O8O6X1X2

in which Yj is the natural log of total aboveground biomass in the particular tree as

calculated by the first equation in appendix A and Xj and X2 are logs of stump diameter
and height measured in 1978. Intercept values for juniper trees were calculated sim-

ilarly.



APPENDIX C: CROWN MAPS

Crown maps for the five plots measured in 1978 are shown in figures 5 through 9.

The plots are 30 m square. Pinyon stem centers are designated by an "x." An asterisk
"*" indicates a juniper stem center.

All trees taller than 2 m are numbered and their crown outlines are shown. Loca-
tions and heights of trees between 1 dm and 20 dm are marked on the map, but they are
not numbered and their crown outlines are not shown. Heights of these trees are given
in decimeters. For example, "J13" signifies a juniper 13 dm tall.

Figure 5. --Crown map of plot S4

,
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APPENDIX D: TREE DATA

The measured and calculated data for trees tallei" than 2 iii on the I'ive plots
leasured in 1978 are in tables 4 tlirough 8. The first column is tree number as shown

n the crown maps. The second column is species: P for Puius rnonoplvi I. In and .1 for

untperus osteosperma . Tiie tliird column is diameter measured outside bark at stuiiip

eight (IS cm). The fourth column is total hciglit. Maximum crown diameter is in

olumn 5. The crown diameter perpendicular to the axis of maximum crown diameter is

n column 6.

Foliage class is an ocular estimate of foliage density on a scale of 1 to 9. A

ree with dense foliage on all sides would be rated 9 and a tree with few live branches
ould be rated 1

.

Total age was estimated by extrapolating the height age curves to the ground sur-

ace. Height growth rates of seedlings are generally low; so the extrapolation proced-
re may slightly underestimate total age.

The biomasses in the next three columns were calculated with the regression
quations in appendix A. The last column is diameter growth during the in years from
966 through 1975.

17



Table 4. --Dimensions, ages, biomasses, and deaadal diameter growth rates of trees on plot S4

Tree
Species' Diameter Height

Crown Foliage
class Age

Biomass Diameter

number Max. Min. Foliage Wood Total growth

cm dm - - dm- - - Years _ _ _ _ - kg - _ _ _ mm/10 yrs

1 P 42 78 46 38 3 348 37 165 385 6

2 p 44 76 48 17 2 365 19 170 410 9

3 P 50 94 60 42 3 369 56 326 679 11

4 P 40 88 44 33 3 314 33 166 353 17

5 P 48 100 60 42 4 420 63 322 653 21

6 P 30 47 33 20 2 290 11 35 129 8

7 P 49 107 64 32 1 342 33 377 736 9

8 J 15 38 24 19 2 164 9 4 21 7

9 P 28 72 37 25 3 280 19 64 165 11

10 P 64 98 84 50 3 377 89 625 1 265 10

11 P 49 111 70 28 3 364 50 408 801 6

12 P 44 78 56 50 4 278 57 190 477 18

13 P 62 107 100 55 3 383 107 691 1 414 18

14 P 31 50 51 13 2 180 12 50 214 22

15 P 57 91 44 33 3 319 41 334 620 13

16 P 24 54 24 21 2 243 9 25 72 8

17 P 31 72 46 24 3 318 23 83 234 9

18 J 28 62 25 10 3 280 11 11 34 8

19 P 12 48 16 14 5 116 5 5 14 10

20 P 45 84 67 33 3 307 46 238 596 15

21 P 13 48 20 20 4 108 7 6 21 19

22 J 8 42 13 12 3 81 4 2 7 15

23 P 30 78 34 24 4 193 21 75 169 20

24 P 51 87 30 23 3 212 18 93 174 12

25 P 32 74 39 19 3 215 18 85 211 16

26 P 14 27 15 12 4 105 3
y

12 21

27 J 23 58 23 21 3 121 14 12 44 14

28 P 22 80 22 21 3 137 12 40 71 24

29 P 26 71 24 20 2 145 10 45 94 20

30 P 19 46 23 22 3 115 9 12 43 16

31 P 30 66 27 18 2 185 11 55 129 12

32 P 46 82 40 32 2 242 27 188 389 15

33 P 15 46 22 10 3 115 5 8 29 23

'The letter P represents Pinus monophylla and the letter J stands for Juniperus osteosperma.
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T.ilile ^ . --Vinenaiofui, ^•'.'5, .''"'_;/"'/. i;;;-;i,';?, aHii S'^-aelal Jliunct.'f jfni.Uh i"it>'P i>J' t rcr.

Tree
Species' lUamet er Height

( rown Pol iagc
class Age I-

B i oniass lU amel et

number Max. Min. )1 iagc " Wood^ T.-it,iY _growt h

V'/ fc in "-•'"- - ;-/;;) ,„v

1 P 35 77 (>() 3 3 3 n.3 i(> 129 371 IS

2 P 19 58 30 2H 4 159 15 20 b(. 14

3 P 25 75 37 IS 3 157 15 53 138 12

4 P 24 61 25 21 3 132 11 31 Hd 2 b

5 P 14 53 21 3 1 2 3 4 9 2 7 11

6 P 20 60 19 Ifl 5 140 7 19 12 12

7 .1 9 28 20 1(. 3 98 5 1 9 15

8 P 25 64 4(1 2r. ^ 143 17 38 123 19

9 P 15 54 36 14 2 137 7 12 54 11

10 P 16 60 24 19 '•< 131 H 13 38 --

11 P 12 39 13 111 2 1 30 2 3 9 10

12 P 11 32 2 3 19 3 123 5 2 15 11

13 P 10 30 2 3 lb 3 95 4 2 13 25

14 P 39 70 50 45 3 215 40 127 34 8 10

15 P 16 29 24 17 - 207 5 4 28 6

16 J 12 28 19 14 3 lib 5 2 10 17

17 P 16 48 15 12 1 123 5 ,H 21 5

18 P 10 23 11 9 2 123 1 1 4 5

19 P 25 64 54 39 3 190 29 50 189 lb

20 J 7 26 13 11 3 98 3 1 4 11

21 P 21 54 17 lb 2 221 b 17 40 5

22 J 7 36 14 12 2 88 3 1 6 13

23 P 12 44 19 15 3 130 5 5 17 9

24 P 10 39 12 10 3 118 2 2 7 12

25 P 28 66 19 15 ' 257 7 43 83 4

26 P 22 78 37 30 4 157 23 47 120 26

27 P 14 36 30 28 4 113 10 5 32 20

28 P 20 66 30 24 4 118 15 27 74 22

29 P 11 47 16 10 2 83 3 4 12 18

30 P 11 44 19 14
) 110 4 3 13 14

31 P 13 40 20 17 3 108 5 4 18 18

32 P 38 61 48 44 3 206 35 98 301 21

33 J 13 34 24 18 3 113 8 3 17 17

34 P 35 64 48 44 3 257 35 90 277 4

35 P 10 20 24 20 3 132 4 1 11 7

36 P 9 22 21 18 3 95 4 1 8 18

37 P 14 32 30 25 5 108 8 4 32 36

38 P 28 58 20 16 1 226 6 35 80 4

39 P 38 86 61 39 3 262 44 171 433 12

40 P 27 88 30 27 2 250 lb 71 135 9

41 P 13 56 21 17 3 153 6 8 24 9

42 P 14 58 21 18 2 2 24 6 10 2b 9

43 P 46 66 34 25 2 365 19 133 307 7

44 P 32 64 29 24 2 254 14 bO 147 9

45 P 35 74 38 26 - 275 19 99 236 y

46 P 41 76 41 35 2 271 27 142 329 12

47 J 5 24 13 13
->

56 3 1 3 13

48 P 52 99 86 45 1 325 49 4 3b 978 5

49 P 32 83 55 26 3 253 29 114 307 8

SO P 18 60 31 15 3
'))')

9 19 63 9

51 P 10 20 18 18 3 163 3 1 7 12

52 P 16 48 19 18 3 153 6 8 26 6

53 P 42 69 58 26 I 333 20 150 4 33 10

54 P 40 70 36 32 3 258 26 113 268 25

55 P 14 42 35 15 3 125 8 ' 4 3 14

56 P 36 68 23 15 1 236 7 75 152 4

57 J 42 64 65 45 3 352 bb 83 271 13

58 P 30 70 30 20 2 265 13 b3 148 9

59 P 13 34 27 17 3 112 b 4 25 10

60 P 16 39 27 23 5 115 10 ' 36 35

bl P 32 76 34 19 3 290 17 84 191 5

62 P 33 85 56 30 3 3114 33 129 33b 13

'The letter P represents Finns monophijlla and the letter .1 stands for Jimivfru:' ostfTor,petnn.
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Table 6 .- -Dimensions , ages, biomasses, and decadal diameter growth rates of trees on plot P2

Tree
Species^ Diameter Height

Crown Foliage
class Age

Biomass Diamete
number Max. Min

.

Foliage Wood Total growth

am dm - - dm- - - Years - - - - - kg - - - - mm/10 yv

1 P 28 68 48 39 3 265 30 65 206 14

2 J 20 59 48 36 3 126 29 20 93 32

3 P 27 64 46 37 4 170 30 52 177 30

4 P 36 70 48 42 4 221 40 107 299 23

5 P 54 86 94 83 4 267 128 415 1 038 23

6 P 32 77 46 42 3 303 34 98 257 12

7 P 37 70 34 28 2 309 19 95 224 5

8 J 22 41 65 50 3 244 40 20 127 18

9 P 26 61 35 25 4 255 19 42 129 17

10 P 25 52 35 28 3 231 16 30 111 15

11 P 55 87 80 48 3 376 73 399 934 16

12 J 41 57 68 54 3 541 73 81 300 15

13 J 35 50 31 21 3 350 20 19 69 11

14 J 33 60 44 29 3 207 33 33 118 6

15 P 26 70 27 18 2 294 10 47 108 6

16 P 19 50 28 15 3 275 8 15 55 9

17 P 69 97 94 88 3 350 141 733 1 487 15
18 J 14 31 19 17 3 268 7 3 14 9

19 P 29 67 36 16 3 263 14 59 160 14
20 P 31 95 32 22 3 305 19 102 184 12^

21 J 39 58 71 53 3 355 70 75 282 5

22 P 17 44 34 32 5 117 16 11 55 22
23 P 39 92 42 40 3 273 37 166 333

1

13
24 P 44 96 63 35 3 292 48 268 593 14
25 J 22 34 33 29 6 83 17 8 48 57

26 P 53 110 82 62 3 395 96 500 1 Oil 23
27 P 14 28 20 13 1 150 3 3 18 7

28 P 12 33 25 20 4 105 7 3 20 34
29 J 29 44 41 38 3 128 30 21 99 19
30 P 43 90 76 55 4 175 78 251 642 33

^The letter P represents Pinus monophylla and the letter J stands for Juniperus osteosperma.-
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-Dimensions, ages, hiomasses, <jnd decadal diameter gt'owth rates of trees on plot P?.

ee

ber Species' Diameter Height
Crown Foliage

class Age

Biomass Diameter
Max. Mill. Fol iage Wood Total growth

em ,Im - - dm Years - - - - - kg - - - - rrmi/lO yrs

P 54 83 78 51 4 156 81 359 872 29

J 32 56 58 34 3 152 41 38 150 14

P 19 55 36 35 5 96 21 19 74 72

P 7 33 11 10
->

104
">

1 3 7

P 31 86 4 5 27 4 156 29 104 245 14

P 39 88 90 65 3 143 82 221 647 17

P 24 64 42 31 3 122 21 39 133 20

P 34 80 44 30 5 149 28 114 275 25

P 36 82 52 50 4 140 50 134 338 21

J 16 35 27 -) 2 4 83 11 5 26 24

J 13 52 29 17 3 106 10 6 26 14

P 36 86 64 52 3 164 54 160 424 15

P 30 92 55 31 3 146 33 116 288 17

P 10 27 21 17 4 65 4 1 10 21

P 25 54 46 42 3 136 26 37 152 19

P 25 70 36 21 1 137 14 49 134 8

P 22 64 42 30 3 118 20 36 123 15

P 42 84 70 60 4 155 75 212 560 26

J 8 34 18 13 2 115 4 2 7 12

P 18 64 18 11 3 141 5 17 36 13

P 36 84 47 38 3 159 36 141 328 19

P 27 81 45 28 2 168 21 77 199 7

P 14 45 30 19 4 120 9 7 36 14

P 9 36 18 18 3 81 4 9 19

P 38 68 42 22 3 165 ~i
->

105 279 20

P 29 76 38 26 -> 160 18 73 181 12

P 21 59 41 28 3 128 17 27 104 24

P 34 80 38 31 3 161 26 104 233 19

P 32 68 41 35 3 163 27 77 216 17

J 8 36 33 25 3 69 10 3 19 10

P 22 56 33 28 3 116 15 26 88 17

P 25 80 26 23 3 150 15 53 103 10

P 36 96 49 48 4 144 51 166 352 23
' P 12 42 13 9 ~i 112 T 4 11 6

: p 30 66 48 34 3 171 27 68 218 14

( p 22 64 33 TT 3 147 14 31 93 8

p 16 64 31 24 4 101 14 18 55 19

i p 27 80 39 21 3 163 18 71 172 10
< p 26 67 29 28 1 142 14 42 107 13

( p 28 74 80 44
-)

165 39 86 340 6

] J 28 58 58 53 4 210 5] 42 185 18

I p 23 54 42 31 4 153 22 30 122 14

: p 8 28 17 12 4 80 3 1 6 15

A J 7 30 13 8 3 85 n
1 4 12

P 5 25 10 10
"> 65 1

-- 1 9

i P 27 71 40 39 3 163 2b 58 162 19

7 P 8 33 14 10 2 105 2 1 5 3

g P 36 91 55 24 3 164 31 166 389 13

S P 10 42 21 21 5 88 7 3 14 23

C P 22 65 34 31 5 159 18 33 99 15

^The letter P represents Pinus monophylla and the letter J stands for Jutiiperus osteosperma.
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Table 8. --Dimensions, ages, biomasses, and decadal diameter growth rates of trees on plot Ml

Tree
Species' Diameter Height

Crown Foliage
class Age

Eiiomass Diameter
number Max. Min. Foliage Wood Total growth

em dpi - - dm- - - Years - kg - mm/10 yrs

1 P 20 52 37 26 4 158 16 19 82 19

2 J 16 45 29 21 4 190 12 7 32 7

3 P 18 57 23 19 3 161 9 17 46 21

4 P 15 46 20 14 3 125 S 7 25 15

S P 21 48 30 18 3 280 10 17 67 7

6 P 30 53 33 24 3 356 16 43 139 7

7 P 24 54 30 29 3 196 15 27 90 17

8 J 11 31 32 30 3 219 12 3 25 4

9 P 23 43 29 20 3 285 10 18 74 7

10 P 12 36 23 20 3 173 6 3 19 10

11 P 37 75 53 36 4 334 42 131 366 8

12 J 18 52 18 13 2 256 7 6 20 6

13 P 16 38 21 20 3 266 7 6 27 7

14 P 25 61 30 20 5 287 13 37 105 10

15 P 11 30 16 10 2 192 2 2 10 10

16 P 11 28 15 11 3 166 3 1 9 7

17 P 13 34 17 16 2 187 4 3 14 8

. 18 J 14 31 20 16 3 240 7 3 14 6

19 P 22 47 27 19 2 276 8 19 69 5

20 J 15 28 23 23 4 202 9 3 20 9

21 P 22 58 26 20 3 271 11 24 69 6

22 P 8 31 20 18 4 101 4 1 8 10

23 J 12 40 30 24 4 239 11 5 26 5

24 P 16 41 24 16 2 178 5 7 32 7

25 J 20 48 26 18 3 223 12 8 33 5

26 P 17 58 30 15 2 263 7 16 55 10

27 P 19 54 26 21 3 275 10 17 53 8

28 P 30 65 28 18 3 288 13 56 135 10

29 P 35 69 41 33 4 308 30 95 251 9

30 P 36 64 32 27 3 309 20 81 200 8

31 P 22 51 17 16 2 234 6 18 44 5

32 P 22 49 27 25 3 245 12 19 66 11

33 P 14 46 25 22 4 184 9 7 28 12

34 P 33 72 37 27 3 287 22 83 206 6

35 P 54 51 39 29 2 315 18 58 199 8

36 J 13 24 30 27 3 180 10 3 22 8

37 J 18 33 27 23 3 280 12 5 29 7

38 P 31 66 45 41 3 270 30 73 222 8

39 J 12 33 25 20 3 197 8 3 18 9

40 J 34 34 36 29 3 305 22 14 72 10

41 J 20 42 24 20 4 251 11 7 31 9

42 P 30 58 41 30 3 293 22 54 179 6

43 P 15 38 27 22 3 187 8 6 33 11

44 P 11 36 20 16 3 126 4 3 13 18

45 P 24 45 20 17 3 280 8 18 56 18

46 P 15 22 22 20 1 294 3 9 19 2

47 P 30 54 33 24 4 295 18 44 139 10

48 P 22 45 20 18 1 232 5 15 48 U
49 J 12 31 23 17 4 203 7 2 15 9

50 P 17 38 19 16 3 182 5 7 27 10

51 P 16 42 20 17 4 132 7 8 29 21

52 P 24 51 35 27 3 265 15 27 103 11

53 P 16 34 27 15 3 244 6 6 34 8

54 P 32 66 42 31 4 270 28 75 217 10

55 P 29 59 33 28 4 266 20 47 139 10

56 P 24 58 27 22 3 280 12 28 81 6

57 P 25 58 30 21 2 267 11 34 102 7

58 J 7 28 19 13 4 149 4 1 6 5

59 P 42 76 49 46 3 288 43 162 401 9

60 J 12 36 27 21 2 175 9 30 20 11

61 P 37 68 53 27 4 297 32 111 336 7

62 P 20 57 31 21 3 192 12 21 71 13

63 P 21 60 29 27 4 220 16 26 76 19

64 P 17 33 27 21 3 208 8 6 37 11

65 P 14 37 19 17 2 206 4 4 20 17

66 J 28 35 54 50 1 265 37 20 122 3

'The letter P represents Pinus monophylla and the letter J stands for Juniperus osteosperma.
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RESEARCH SUMMARY

Time and motion studies were conducted on an experimental balloon
logging show in the Idaho batholith during 1973. The objective of the
study was to determine the variables affecting production and to develop
models for estimating production rates. A data collection technique
and a method of statistical analysis are presented for others involved
in analyzing balloon logging operations.

Selected variables were divided into three classes: those
involving the time required for each portion of the logging cycle
(dependent variables) , factors directly related to the yarding
operation (independent variables) , and coded independent variables
(such as surface type and condition, operator skill, and landing
size) .

Variables were then partitioned into four groups so that easy
comparisons could be made between predictive models. A statistical
program was used to determine and quantify the most important vari-
ables for each model. The resulting regression equations serve as

limited guidelines for predicting time requirements for the various
portions of the balloon logging cycle and identify factors that
have a significant influence on this cycle.
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INTRODUCTION

Flying logs from the stump to a landing area using a balloon is a relatively new
chnique to minimize the environmental impacts of logging. hittlc data are availalile

balloon logging production and tlic factors affecting production rates.

This report presents the results of a 1975 time and motion study of a balloon
gging experiment in the Idaho Batliolith. The results may be useful for foresters or

gineers estimating logging production rates, and for analyzing pi-oposed balloon
gging operations. A data collection technique, a method of statistical analysis,
d the relative importance of different measured variables involved in liaUoon logging
udies are presented. These should help avoid the wasted time and effort which
rmally occur when starting a study on any new logging system. It must be recognized
at these results arc narrow in scope when one examines tlie wide range of variables
ssible in terrain conditions, timber liarvesting teclmiques, climate, logging set

nfigurat ions , volume of timber per acre, and log size, to mention a few.

Details of the balloon logging system, timber harvest prescription, terrain
nditions, environmental constraints, and cost data are described in Forest Service
search Paper INT-208, "Balloon Logging in the Idaho Batholitli: A Feasibility
udy," by William S. Hartsog (1978). The paper provides valuable information on the
nctioning of the balloon logging system, information necessary for understanding tlic

plicability of time and motion data.

METHODS

The first task of tlie time and motion study was to observe carefully the balloon
stem operation and factors affecting production rates. Selection of variables to be

asured during the data collection phase was based on these observations. Time
quired to complete a logging cycle (turn) was determined to be the dependent varialile

nee it indicated production and seemed to be affected by many of the otlier factors,
m time was partitioned into five elements. Since total turn time equaled the sum

these five elements, all six are dependent variables. The dependent variables arc

lly defined, along with tlie independent variables, in a later section.

Data Sheets

Data sheets were designed to collect information on those factors selected in the

itial observations; these were to serve as variables in a multiple regression anal\'-

s. Three data sheets were used for collecting field data: Site/Terrain Information,

rding Data, and Scaling Data. The Site/Terrain Information sheets (fig. 1) were

ed to record information pertinent to site description, site conditions, and the

gging subsystem (balloon yarding in this case). Yarding Data sheets (fig. 2) were
ed to record the time required for each element witliin the turn and other physical

^surements important to the study. Scaling Data sheets (fig. 3) were used to record

e measurements of each log so that volume and weight could be calculated for each

rn of the ballon yarding subsystem. For a detailed description of tlie data collection
thods, see the publication "Time Study Technitjues for Logging Systems Analysis"
ibson and Rodenberg 1975) .



SITE/TERRAIN INFORMATION FORM

SITE DESCRIPTION

Logmaking
Skidding
Yarding
Loading
Hauling

/02.

Location
Timber Sale _
Forest Soi^e.

.

Gar-den '^A/Zty /^.A

'-X-

Data Collection Date

Comments Broken G^a/^ //i •P/<3J7«f^ry

Ty-pe of Cut Ot/erj^ar-

Contractor ^giJe Casca-f'e

Start Time 7:^<^^/r>, Stop Time /Z.''^^

SITE CONDITIONS

Surface Ty-pe 1

Surface Condition CD
Operator 1

Landing 1

Deck ®
Temperature 7^
Wind S

Rating
2 ®

(2)

2

2

3

0)
3

degrees

Comments
Comments
Comments
Comments
Comments

/erz ari/~5Ay

qyji~y i^/ni^J ^ JVy? ^// /g^y^/yty

Elevation hq a^p feet
velocity _Ja/ direction Precipitation Q inches form

SUBSYSTEM INFORMATION

Logmaking
Crew Members

Saw or Feller

Make Type
SizeModel

Comments

Comments
Comments

Equipment Owner
Payment [Method 5 .Amount)

Skidding/Yarding

Crew Members

2. hooktr^, knot ^L//^/ier

Skidder or Yarder

Make l/JajAJA^fon Type
Model ^Dg /f<g^^ Size

Comments

Comments
Comments
Comments

Equipment Owner J^ai^e Cmcao'e
Payment (Method 5 .Amount]

Loading

Crew Members

Loader

.Make

Model
Type
Size

Hauling

Crew Members

Truck and Trailer

Make T;rpe

Model Size

Comments

Comments
Comments

Equipment Owner
Payment (Method 5 .Amount)

comments

Comments
Comments

Equipment Owner
Payment (Method S .Amount)

Figure 1 . --Site/terrain information form.
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Definition of Variables

Variables were divided into three classes: dejiendent variables (measui-eineiit s of
time), independent variables (factors directly related to tlie c5])eration oi' the wirdinj'.

subsystem), and coded independent variables (qualitative independent variables with
only a few levels). The dependent variables were defined as iollows (ttie abbreviation
following the variable will be used tliroughout tjiis report):

1. Travel unloaded (TU).--Time, in minutes, required for the balloon to travel

from the log landing area to the general area of the felled logs.

2. Travel laterally out (TLO) . --Time, in minutes, reciuired for the choker setter
to drag the tagline from a point directly beneath wjiere tlic balloon stojiped to the
felled logs.

5. Hook chokers (ilC).--Time, in minutes, required for the choker setter to hook

the tagline to the preset chokers and scramble clear of the travel path of the logs.

4. Travel loaded (TL).--Time, in minutes, required for the yardcr to yard the

load of logs and place them on the landing.

5. Unhook chokers (UC) . --Time, in minutes, required to unhook the chokers.

6. Total turn time (^TT) . --Total time, in minutes, for one complete logging cycle
(TT = TU + TLO + HC + TL + UC)

.

The first five dependent variables are the elements from wliich component models
were constructed. The sixth variable, total turn time (TT) , is the dependent variable
lUsed in the model for predicting the time required to complete a logging cycle.

Measurements of time were also taken on foreign elements, delays in the logging
cycle due to an event which was not a normal occurrence during the yarding ojieration.

Foreign elements were not included in the analysis as thc\' proved to he random.

The independent variables were defined as follows (the abbreviation following the

yariable will be used througliout this report):

1
1. Number of logs (NL). --Total number of logs carried on each turn.

2. Volume (VOL) . --Volume , in board feet (Scribner scale), of the logs carried on

each turn.

5. Weight (WT) . --Weight , in pounds, calculated from measurements of the logs

;arried on each turn.

4. Distance (UI). --Slope distance (along the ground surface), in feet, from the

Landing area to where the balloon stopped to pick up a load of logs.

5. Slope (SLO).--A decimal number defined as the vertical distance from tlie

/arder to the logs, divided by the hori::ontal distance from the yarder to the logs

'slope is positive for yarding downhill and negative for yarding ujihillj.

6. Lateral distance (LDl).--The lateral distance, in feet, from where the tag-

ine touched the ground to the choker on the felled logs.

7. Lateral slope (LSLO).--A decimal number determined b}' the vertical distance
from the ground beneath the tagline to the logs, divided by the hoi-izontal distance
From the tagline to the logs.



8. Temperature (TEMP). --The highest daily temperature C°F) taken while the yard-

ing crew was working.

9. Wind velocity (WINVEL) . --The highest daily wind velocity (mi/h) taken while
the yarding crew was working.

Measurements were also taken on precipitation but most of the measurements were
zero or trace levels so this provided little useful information.

The coded independent variables were defined as follows:

1. Surface type. --Coded from one (little surface obstruction) to three (severe

surface obstruction)

.

2. Surface condition. --Coded from one (dry, firm soil) to three (wet, muddy
soil)

.

3. Operator . --Coded from one (below average) to three (above average).

4. Landing. --Coded from one (spacious landing) to three (limited landing).

5. Deck. --Coded from one (easy to land logs and unhook chokers) to three (diffi-
cult to land logs and unhook chokers) . A four indicates this variable was not applica]

A more complete description of the criteria for the classification system is

contained in Gibson and Rodenberg (1975)

.

ANALYSIS

Model building was partitioned into four classes so that easy comparisons could
be made. The first class was composed of the independent variables, except TEMP and

WINVEL. The second class also was composed of the independent variables, except TEMP
and WINVEL, but interactions were allowed. The third was composed of all the indepen-
dent variables. The fourth class was composed of all the independent variables plus

interactions. These four classes were then used to compare the simple models (no

interaction terms) and the interaction models since the physical constraints of the
system implied that most of the independent variables were linear. The effect of TEMP'

and WINVEL was analyzed separately since there were a few levels (many repeated values
of these two variables; estimates were based on only a few unique observations. TEMP
and WINVEL were included in the final analysis, but their contribution to the regres-
sions was weak since there were only a few levels of each variable.

The coded independent variables were eliminated from the final model building
because no significant correlations with the dependent variables were found. Analysis
using graphs and dummy variables indicated there was not enough range in the observa-
tions at each level to meaningfully measure the association between the coded independ
ent and dependent variables. The analysis and field observations also indicated a

need for a more quantitative method of rating the coded variables. The authors define

the coded variables in this report because they could be important on other logging
studies if the variable levels were better defined and the range of conditions was

sufficiently large.

The four classes of models were used to form predictive equations for TT and for

the components TU, TLO, HC, TL, and UC. A statistical program, BMD02R from the U.C.L.

Biomedical package, was used to determine the most important variables within each

class during model selection.



The criteria used to judge a model as "best" were: (1) check of iiorinality and
independence assumptions, (2) check of variables against tlic jihysical constraints of

the system, (3) R-squared (coefficient of determination), (4) tlic I-' value being four

times the value of the selected percentage point of the F distribution (Woti I'JOd),

(5) ease of use of these models, and ((t) smallest variance.

The normality assumptions were checked by plotting the dependent variable and the

residuals for each model constructed. Plots of observed values versus residuals and

predicted values versus residuals were used to check for any predictive faults in the

models. Plots of the order of the observation as recorded versus the residuals were
used to check for lack of independence. The criterion of Wetz' as discussed in

Draper and Smith (1966) , "suggests that in order that an equation should be regarded
as a satisfactory predictor (in the sense that tlie range of response values predicted
by the equation is substantial compared with the standard error of the response) , the

observed F ratio (regression mean square) / (residual mean square) should exceed not

merely the selected percentage point of the F distribution, but about four times tiie

selected percentage point. "^

ruiring the model building process many mathematical forms of the variables were
screened in order to improve the regression equations. Three of the independent

variables, SLO, LDI, and LSLO had quadratic relationships. This was verified with
plots of the data and other physical relationships determined from studying the logging

system. These three quadratic forms appear in many of the selected models along with
various combinations of interaction terms. The following discussion presents a summary

of the best model for each element and presents other models whicli were close contenders

RESULTS

Five good TT models (fig. 4) were found using tlie six criteria discussed above.

None of the five models violated the normality or independence assumptions. In fact,

the plots for each model were quite similar, aiid no one model could be judged "better"
than the otliers. Since tlie five models were comjiosed of two dominant variables, DI

and LDI, model number one was chosen as the "best" model because of its simplicity:

TT = 3.45 + 0.00391D1 + 0.0036L1)1

.vith an R-squared of 4 2.69 jiercent.

Other variables were not included in the final model because they did not have a

strong enough influence on the cumulative R-squared. Note that distance and lateral

distance are the only variables that are included. Other expected relat ionsliips such

as number of logs, volume in board feet, weight, and slope were found not to be signi-

ficant in the total model.

'Draper, N. R., and 11. Siiiitli. 1966. Applied regression anaU'sis. p. dl . John

i/iley and Sons, Inc: New York, London, Sidney.



Model #1

TT = 3.43 + 0.00391DI + 0.0036LDI

Variable
Cumulative
R-squared (%)

Increased in

R-squared (%)

DI : 30.43

LDI : 42.69

r2 = 42.69%, a2 = 3.37, F = 58.10, 4(x)F-05 = 12.28

Model #2

TT = 3.18 + 0.00413DI + 0.0330LDI - 0.95LSL0

30.43
12.26

Variable
Cumulative

R-squared (%)

Increase in

R-squared (°o)

DI

LDI

LSLO

30.43
42.69
43.62

30.43
12.26
0.93

r2 = 43.62%, a2 = 3.34, F = 39.97, 4(x)F-°5 = io.72

Model #3

TT = 2.67 + 0.00796DI + 0.1297LDI'SL02 - 12.80SLO + 5529. 46SL0/DI - 0. 000222OT- LSLO

: Cumulative : Increase in

Variable : R-squared (%) : R-squared Co)

DI : 30.43 : 30.43
LDI-SLO^ : 40.80 : 10.37

SLO : 45.41 : 2.62

SLO/DI : 47.74 : 4.52
IVT-LSLO : 49.08 : 1.34

r2 = 49.08% o2 = 3.06, F - 29.49, 4(x)F-05 = 9.I6

Model #4

TT = 7.42 + 0.00424DI + 0.0307LDI - 0.0757WINVEL - 0.0327TEMP - 2.38LSL02

: Cumulative : Increase in

Variable : R-squared (%) : R-squared ("0)

DI : 50.45 : 50.45
LDI : 42.69 : 12.26
WINVEL : 44.55 : 1.66

TEMP : 45.77 : 1.4 2

LSL02 : 46.63 : 0.85
r2 = 46.65%, o2 = 5.20, F = 26.73, 4(x)F-05 = 9.I6

Model #5

TT = 7.5q + n_nn255DT + nn?Rci].m - n_ nn?s^TEMP.WTNVFi. + n. nnnin:^DT.vMTNVF.i. - 4 5SI..SI,n2

Cumulative Increase in

Variable R-squared (%) R-squared (%]

DI 30.43 30.45
LDI 42.69 12.26
TEMP 'WINVEL 47.08 4.59

DI -WINVEL 51.01 5.94

LSLO 2 53.83 2.81

r2 = 55.83'! 2.77, F = 35.67, 4(xlF-°5 = 9.16

Figure 4. --Total turn time (TT) statistics



Foul- of the best 'I'D models {fi\i,. 5) were examined. In eaeli ease, none ol" the

odcls violated the normal it)' assumptions. Again the differenees lietween models were

light. Model number one was eliosen as the "best" model sinee it was an easy motlel to

se and luid a relatively iiigli R-s(|uared and I- value:

TU = - 7.60 + 0.011731)1 - 0.019581)1-81,0 + Ifi.OlSl.O

ith an R-squared of 61. 6S percent. In this model, distance, slojie, and distance

imes slope were important regression predictors of travel unloaded, and these factoi-s

re reasonable from a physical standpoint. Other factors such as number of logs and

eight were eliminated in the regression analysis, as one would exjiect, since the carriage

s not loaded during the TU element.

Model n

Til = 7.00 + 0.011751)1 - 0.01958ni-SLO + Ifi.OlSLO

V ariable
Cunuilat i vc

R- squared ( ".

)

Increase
K-squarcd (')

R^ = 61.(i8°i

Model '12

Dl : 44.00
ni-SI.O : 52.48
SLO : (A.bS

= 0.57, F = 85.17, 4(.\)F-"'' = 10.72

4 4.00

8.4 8

9 . 1

TU = 11.21 + 0.00144I1I 56.57SL0 U.4 7SLO-

v'ariable

Cumulative
R-sc[uared (Z)

Increase
R-squared ("')

R*^ = 51.57°o

Model «5

DI

SLO
SLO 2

0.47 55.01, 4(,x)l-

44.00
47.52
51.57

10.72

44.00
5.52

4.05

TU 12.80 + 0.0015001 - 59.65SL0 - 0.0121TEMr 54.99SLO-

Variable
Cumulat i ve

R-squared CI)

Increase
?- squared

in

r2 = 54.52

Model «4

111

SLO
TEMP
SLO'

0.45, 45.77, 4(x)F

44.00
47.52
51.57
54.52

9.8

44.00
5.52

4.05
2.75

TU - 8.79 + 0.014251)1 - 0. 02O9t.ni -SLO + 17.9SSLO - 0. 00002201 -TI^MP

Variable
Cumulative

R-siiuared {")

Increase
!-squared ('')

1)1 : 44.00
DI-SLO : 52.48

SLO : 61.68
Dl-TLMP ; 67.94

R^ = 67.94''„, a" = 0.52, F = 81.60, 4fx)F-°' = 9.8

Figure 5. --Travel unloaded (TU) statistics

44.00
8.4 8

9.19
6.26



It is obvious that for short yarding distances the prediction models can result

in unreasonable times. Forcing the models through the origin in order to correct

this deficiency was tried but this resulted in significantly lower R-square values and

higher variances. Logs were not generally yarded with the balloon system unless they
were several hundred feet from the yarder. Therefore, not much data were available
for the shorter distances during the model building. As with any regression equation,

care should be exercised when using the equation for predictive purposes. Use of

short distances should be avoided, especially since they are not normal balloon yarding
range.

Of the TLO models built, four were approximately the same in reference to the six

criteria (fig. 6). Since they were approximately the same, model number one chosen.

It was fairly easy to use and did not depend on the limited temperature (TEMP) and wind

velocity (WINVEL) data. The resulting equation:

TLO = 0.10 + 0.0123LDI - 0.386LSLO + 0.541LSLO- + 0.000073LDl2

has an R-squared of 58.44 percent. Only the first two variables, LDI and LSLO, norm-

ally would be included in the model for predictive purposes since the last two variable
add little to the cumulative R-squared. Plots of the data and the physical situation,
however, showed a definite quadratic relationship with LDI and LSLO. The contribution
of the quadratics to the predictive equation is significant only at long lateral yard-
ing distances (LDI) and steep lateral slopes (LSLO). Extension of the data on these
variables could be used to verify and refine the model. The variables used in model
number one had a physical relationship to the TLO element and were the only variables
left after the regression screening process.

The HC variable was found to be best explained by its mean:

HC = 1.01, with a variance of 0.606 as shown below:

Mean 1 .01

Median .70

Variance .606

Skewness 2 .3632

None of the independent variables were significant predictors of the time requirec
to hook the chokers. The number of logs per turn would normally be expected to affect
the time for HC, but in balloon logging, the chokers are preset so that the hooking
operation only requires attaching the choker rings to the tagline.

Four satisfactory TL models were found using the six criteria. Model number one
(fig. 7) was selected as the "best" model, due to its relative simplicity and lack of
dependence on WINVEL:

TL = 1.28 + 0.00138DI + 0.0000868WT - 1.151LSL0 - 1.626LSL02 + 0.00508LDI

with an R-squared of 27.86 percent.

Only the first three variables need to be included for predictive purposes; the

last two variables (LSLO and LDI) add little to the R-squared value. Travel loaded

is a function of distance and weight as would be expected. Involvement of lateral

slope and lateral distance arise from the first operation in the TL component, wherein
the logs are yarded from their position to the side of the skyline before they can be

yarded along the skyline. All the independent variables, except distance, contribute

relatively small values to the R-squared; however, these additional variables improve

the residual plots at the extremes. Hopefully, the R-squared value could be increased

by trying the model on a larger range of data from another balloon logging site.

10



Model "1

FLO 0.10 + 0.125101 - 0.586LSLO + 0.541LSL02 + O.OOOOySLni^

Cumulative Increase in :

Variable R-squared ("u) R-squared (".) :

LDI 54.12 54.12 :

LSLO 57.30 5.18 :

LSL02 57.86 0.56 :

LDl2 58.44 0.59 :

r2 = 58.44°a, o2 = 0.22, F = 54.15, 4(x)F-0 5 = 9.8

viodel #2

FLO 0.01 + 0.0184LDI - 0.000175LSLO-LD1- + 1.65LSL0-- 0.0267LDI-LSLO^

Variable

LDI

LSLO-LDI-
LSLO-
LDI -LSLO'

Cumulative
R-squared (°oJ

54.12
57.96
58.97
59.69

Increase
R-squared ("-:

l^ = 59.69''o, o2 = 0.22, F = 56.99, 4(x)F-0 5 = 9.8

todel #5

•LO = 1.40 ^- 0.0072LDI - 0.0267WINVEL - 0.0074TEMP + O.OOOllSLDI^

54.12
5.84
1.01

0.71

Cumulative Increase in :

Variable R-squared ("0) R-squared ("o) :

LDI 54.12 54.12 :

WINVEL 61.39 7.27 :

TEMP 62.67 1.28 :

LDl2 64.02 1.34 :

2 = 64.02"o, a- = 0.19, F = 68.49, 4(x)F-0 5 = 9.8

lodel #4

LO = 0.76 + 0.0090LDI - . 00033TEMP-WINVEL + . 00000i2LDI -TEMP

Variable

LDI

TEMP -WINVEL
LDI -TEMP

Cumulative
R-squared (°o)

54.12
62.49
63.81

Increase
R-squared

m
CO

54 . 1

2

8.37

1.33

63.81°o, 0^ = 0.19, F = 91.11, 4(xJF-°5 = 10.72

Figure 6. --Travel laterally out (TLO) statistics
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Model #1

TL = 1.28 + 0.00138DI + 0.0000868WT - 1.151LSL0 - 1.626LSL02 + 0.005076LDI

Cumulative Increase in

Variable R-squared ("o) R-squared (%)

DI 16.39 16.39

IVT 19.94 3.56
LSLO 24.47 4.52

LSL02 26.71 2.24

LDI 27.86 1.15

7.86%, a^ = 0.75, F = 11.82, 4(x)F' 15 _

Model #2

TL = 1.63 + 0.00139DI
- 0.114LDI2/DI

0.000268VVT-LSLO - 8 . 14510^ -LSLO^ + . 0672LDI -SLO^

Cumulative Increase in

Variable R-squared (%) R-squared (-o)

DI 16.39 16.39
WT-LSLO 22.80 6.41
slo-2lslo2 27.14 4.34
LDI-SL02 29.79 2.65
LDI^/DI 31.68 1.89

r2 = 31.68%, a2 = 14.19, 4(x)F-05 =

Model #3

TL = 1.61 + 0.00158DI + 0.000087WT - I.IOLSLO - 1.94LSL02 - 0.0145WINVEL

Cumulative Increase in

: Variable R-squared (%) R-squared (%)

: DI 16.39 16.39

: WT 19.94 3.56

: LSLO 24.47 4.52
: LSL02 26.71 2.24
: WINVEL 27.96 1.25

27.96%, a^ = 0.75, F = 11.88, 4(x)F-°5

Model #4

TL = 1.81 + 0.00205DI
+ 0.065351VT/DI

0.000157WT-LSLO - 0. 0361TEMP -SLO^ - . 00051TEMP -WINVEL

Cumulative Increase in

: Variable R-squared (%) R-squared (%)

: DI 16.39 16.39
: WT-LSLO 22.80 6.41

: TEMP-SLO^ 27.47 4.67
: TEMP -WINVEL 30.78 3.31

: WT/Dl 33.46 2.69
33.46%, a2 = 0.70, F = 15.39, 4(x)F-°5

Figure 7. --Travel loaded (TL) statistics
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he unhook clickers model was found to be best explained by its mean:

UC = 0.88, with a variance of 0..S23

as shown below:

Mean . 88

Median .70

Variance .323

Skewness 2.8166

None of the independent variables were found to be significant predictors of this

component, probably because of the highly variable conditions and locations of the log

decks.

CONCLUSIONS

An alternate method of predicting total turn time (XT') was formed by summing the
component models:

TT' = TIJ + TLO + (It: + TL + UC.

The "best" component models for TIJ, TLO, and TL were used to jiredict the time recjuired

for these factors. Time required for HC and UC was estimated using their mean values.

The correlation between the summed component predictors and the observed data was

calculated and then squared. This psuedo R-squared was 0.4264; the standard error of
the predicted values was 1.82i). These statistics for TT' were then comjxired with TT

model number one (fig. 4) which had an R-squared of 0.4269 and standard error of l.(S3().

Since the additive model built from the com]ionents was more complex than the i'T moilel,

it was concluded that the TT model was the best total turn time model for this study.
The similarity of the two sets of statistical values indicates tliat the models were
;properly selected for both the components and the total turn.
1

J

As a final check, the TT model was tested using 15 observations which h;id liecn

randomly selected prior to the analysis and set aside for this ]nirpose. The psuedo R-

squared (defined in the same way as in the preceding paragra]ih ) w;is 0.42()2, and the

standard error was 1.837. These agree very well with the statistics for the best IT

model. This implies that the model is doing a reasonable Job of predicting tlie resiionse

ivariable, total turn time.

The variables in the models developed in this analysis do not exjil.iin ;is much as

the variation in the dependent variables as was initially ex]iccted. The R-sijuar-ed

lvalues for the dependent variables were: 42. ()9 percent for TT , ()1.6S percent for Til,

i58.44 percent for IT.O, and 27.86 percent foi" TL. The authors feel that a more (plant i-

tative method of rating the coded independent variables would increase the R-squared
values. This conclusion was based on observations made over a wide range of conditions
as compared to the conditions encountered during tlic relatively short stay of the time

study crew. The models also could be im])roved by expanding the range of the inde|iendent

variaiDles. This would require many more observations, however, because of tiie number
of combinations of variables and the possibility of interactions between tlie vai-iables.

' There are other possible sources of error in the et|uations which would be olnious
to anyone who has worked or studied logging operations, but tlu)se presented :\rc felt

to be most important.
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There are intangible human factors that affect operator and logging crew efficienc
on a daily basis. The data from this study easily could have been influenced by the
method logging crews were paid. Payment strictly for the number of hours worked gives
little incentive to increase production. Payment based on production (i.e., logs

yarded/day or MBF/day) tends to increase production as long as the rates are fair. On
the balloon logging job, payment was on an hourly basis plus a bonus for each log yarde
above a daily quota. This sounds like a satisfactory method of payinent and it did
work well most of the time. Occasional difficult logging conditions, however, made it

extremely difficult for the crew to surpass their daily quota no matter how hard they
worked. This tended to discourage the crew and production decreased. At the other
extreme, under ideal logging conditions the crew could greatly surpass their daily
quota. The crew would then produce enough logs to receive a bonus, but not enough so

that the company raised their quota for bonus pay. The problem of how to set quotas
could be aided by time and motion studies such as this.

The statistics for the various models provide basic information about the relative
importance of various factors for those studying balloon logging operations. The
regression equations serve as guidelines for predicting time required to complete
various portions of the balloon logging cycle. Persons using the equations should
familiarize themselves with balloon logging and keep in mind the limitations of the
equations that have been presented here.

14
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RESEARCH SUMMARY

Manipulating the parameters of e , a variant of the Normal
function, generates a great variety of bell-shaped curves. These
curves, or portions thereof, are useful in developing mathematical
descriptors for graphed hypotheses of the relations between continous

—K
variables (regression relations). Like the Normal, e , responds
sigmoidally to departures from a pivotal value in X and to changes

in the point of inflection within the X-range. Slope of the sicjmoidal

face at the inflection point varies additionally with change in power
of the negative exponents for the e-components. All sigmoids
are forced to zero at the extremities of the applicable range
(the pivot point, X , ± X ) to enhance control of the curve

P P
_j^

system by the modeler. Within this range, e varies from zero
_ 1/

to one and the appropriate form of e can be scaled to the value
of the objective curve at X . Along with curves of the class
n -K P

X , e IS particularly useful in developing mathematical descrip-
tors for curves with unique shapes and/or those involving complex
interactions. A five-dimensional application is shown.
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INTRODUCTION

The December 1975 issue of Biometrics featured "A l\eview o\' Ivcsptnisc Surface
Methodology from a Biometrics Viewpoint" by R. Mead and H. .1. Pike. Alon^ uith

methods review, the autliors examined applications in current biological literature

and identified a variety of statistical improprieties. The formulatit)n of weak

hypotheses is one of tliese. It was noted that, wiicn transformations are used,

simple polynomials predominate and that "F'olynomials seem to be used as the

simplest readily available smoothing curve, without any appeal to their tlieore-

tical properties as approximations to the true response function," (]->. 81(i-817).

In the presence of adequate incentive for analysts to follow technical direction,
this finding would suggest lack of emphasis on hypothesis development in statis-

tical texts and in the curriculums of statistical schools. In any event, a

brief discussion of hypothesis development is in order here as support for the

presentation of e , a family of curves designed to facilitate mathematical
characterization of hypotheses that have been established graphically.

HYPOTHESIS DEVELOPMENT

A condition for valid statistical evaluation of hypotheses is that thc\' be

developed independent 1\' of the data sets used for evaluation. Analysts, then,

must rely on knowledge, intuition, and conjecture to establish their concepts of

the underlying forms of the relations being considered. When expressed graphical 1\'

,

possibly the usual case, mathematical descriptors for these relations must be estab-

lished as the hypotheses to be evaluated.

Tliere is perhaps little reason to search for exact mathematical forms to rep-

I resent conceptual models regarded as weak by the analysts generating them.

Descriptors based on low-degree polynomials will probably suffice.

But, as conceptual models elicit more confidence, they should be more accurately
represented by mathematical liypotheses. This could necessitate a time-consuming
isearch for appropriate existing functions, possibly contained in a list similar to

jthat provided by Mead and Pike (p. 817). Direct development of suitable functions

i)by the analysts, however, may prove to be a more satisfying and perhaps even a more
Jefficient alternative. The exact nature and reliability of the graphed hy])otheses

are emphasized in this process and full control of the form of the descrijitor is

achieved by the analyst. Mathematical descriptors sliould meet the acceptance ci'i-

jteria of the analysts involved (Bartlctt 1947; Draper and Munter 19(>9J . i'he parent

function, e , provides a versatile base from whicli to develop mathematical descrip-
tors for forms of widely differing shapes.

Data sets reserved for evaluation of hypotheses and excluded as sourci-s of infor-

jnation in the development thereof may contain information be)-ond that included in the

original hypotheses. After evaluation, analysts are free to exhaust such data set'^ of

new information graphically or by any means available and to incorporate these finelings

into advanced hypotheses. These may give rise to further research and to new data uith

jvhich to evaluate advanced hyf)otheses.

Methods for exhausting data of information directly are shown b_\- Jensen and

(lomeyer (1970, 1971) and Jensen (197.'SJ. And again e is a transformation alter-

native that can be used in developing mathematical expressions for graphed
jiypotheses of the relations between continuous variables.



e""^: ITS DERIVATION, CAPABILITIES AND LIMITATIONS

-K
The new function, simply identified as e , provides the analyst with a finite sour

of versatile transformations for use when it is inefficient to search for alternatives

or when alternatives are inadequate. While e is not a panacea for all the problems
modelers face in developing functional relationships, it along with curves of the class
X" (n ^ 1), does serve a broad spectrum of transformation needs with no particular limi
tations as to curve shapes for which it is most useful . Methods for developing mathe-
matical descriptors using these functions have been treated by Jensen and Homeyer (1970
1971), and Jensen (1973, 1976).

A variant of the normal, the new function is defined as:

n

1

CX/Xp) 1

CXj/Xp) 1 (Xj/Xp) 1

1

(X^/Xp) - 1

n

£ X £ 2X

where,

e = natural logarithm base.

X = pivot point in X, for e
-K

I = point of sigmoidal inflection in X.

X = absolute departure of 1 from zero to Xp or, from 2X to X .

n = power of negative exponents for e.

- K
The divisor X is retained throughout the equation for e to preserve correspond-

ence with the proportional X-format of the descriptor development system associated
- K

with e in Jensen and Homeyer (1970).

The left numerator, like the Normal, generates a system of bell-shaped curves abou

X . These curves reach the maximum value of 1.0 at X , decline sigmoidally and sym-
P P

metrically on either side of X with increasing absolute departure of X from X , and
p p

reach zero at-X—i-X . Sigmoids on either side of X are forced into different areas
P P P

of two-dimensional space by shifting 1, the point of inflection, and the slope oi the

sigmoidal face at 1, changes with n.

User control of the curve system is enhanced if all curves of the set range in

value from zero to one within a finite domain of X. To achieve this property, curves
generated by the left numerator have been forced through zero at X ± X- as follows:



-T -T -T
Let the left numerator = e and let e '•^ = c at X = or -X . ('onsidei- the

-T -T -

1

residuals generated by 1-e . l-.\panded by tlic inverse (1-e °) and sulUracted from

one, we have

e"^ = l-(l-e''^°)'^l-e''^)

which simplifies to the final form,

e"'^ = (e"^ - e'^^'^Ul-e''^'-^)"^

Tlien, the right numerator and tlie denominator serve to force curves of the lefl

numerator through zero at X ± X . This domain, along with X , can be altered to
P P P

accommodate skewed conceptual models b)- adding constants (+ or -) to the X-scaU-. The

apparent complexity of e is much I'educed b)' the fact than in application tlie right

numerator and the denominator reduce to constants or approach zero and can be dt"leted.

Sample arrays of curves from the left half of this function (a mirror image of
the right half) are shown in figure 1. Sets are shown for ii = 1.5, .S.d, 5 . , and
10.0. Each set has curves progressing from X,/X =0.1 at the left to . i) at the

' o
I p

right. It is evident that a great variety of sigmoid (and bell-shaped) curves can

be generated with e . 'Ihese curves or an>' portions thereof provide an almost endless
potential for matching graphed curves and describing them mathematically. Given that

Y is the peak value of Y [the dependent variable) on the objective curve, the
- K

selected e function mav be scaled to that curve through multiplication bv Y .

' p

A descriptor (X ), adopted as a hypothesis in its entiret}', may be fitted to per-

tinent data by least squares in the simple model,

Y = gX + e, where the g are Nil) fO, a"), constant variance, and (-;
=

Weighted regression procedures are recommended where the variance about

regression is not uniform over the ranges of the independent variables. In such

cases, reasonable success in achieving constant variance has been obtained by

solving for departures (Y. - Y
.

J

" or d.^ as a suitable function of the related

Y in d" = bY . Then the weight, w, for each observation is set eipia 1 to 1/Y and a

weighted 3 in Y = gY is estimated as 6 = ZwYY/EwY^.

More complex, generally iterative fitting procedures, such as the Newton- Raplison

method, can be used to arrive at statistical estimates of internal model |)a)-ameters

(see Damaerschalk and Kozak 1977; Draper and Smith 1966).





e'^: A FIVE-DIMENSIONAL APPLICATION

The flexibilit)' of e in representing a cc:)iii]ilex relation is evident in the

five-dimensional interaction pictured in figure 2. Here an index to intcnsil\- of

deer use of forest openings created by clearcutting in western N'ontana is expressed
as a function of opening si^e, height of new vegetation, depth oi" slash in the

opening, and depth of dead and down timber adjacent to the opening. (|)i1a were
provided by L. Jack L_\'on , Wildlife Research Biologist, I-'orestr_\' Sciences l.aborat or)-

,

Intermountain Forest and Range hxperiment Station, Missoula, Montana).

The data at hand, however, were initiall)- committed to statistical (.'valuation

of the linear effects of tlie above and other independent varialiles on t lie intonsit\-

index. These were virtual!)' the simplest regression hypotheses that could have been
developed. In this case, tlie evaluation provided only weak supjiort for expected
results and yielded little new information.

At this point, an advanced h\-pothesis was developed for the set of four indepen-

dent variables above judged to be of high utility to the land maanger. Prior know-

ledge on the forms of the relations, including interactions, between these variables

was summarized. Subject to these constraints and adhering to the data-fitting

principles of "least deviations" (Karst 1958), the data were then graphical 1)'

exhausted of associated curve form and scaling information and appeared to |)ro\ ide

strong support for the dynamic interaction anticipated. Procedures specified b)-

Jensen and llomev'er (1970, 1971), and Jensen (1973, 1976) were used to develop a

functional form X for the graphed interaction. This was refitted to the data b)'

least squares in the model PCiR = 3(.X ) + e and li = (1.9721. The adjusted model is

specified below:

PGR = f (VI, SI , SO, Acres)

where

,

PGR = number of deer pellet groups per acre inside the opening.

VI = height of vegetation in feet, inside the opening.

SI = depth of logging slash in feet, inside the opening.

SO = depth of dead and down timber, in feet, outside the opening.

Acres = size of opening in acres.



OOC 002 001

O C

NS

OOC 002 001

3aov/u3d a33a do aaawnN

OOC 002 001

3bov/aod a33a dO a39iMnN

OOC 002 001

3aav/aod a33a do adaiMnN

OOC 002 001

3aov/a9d b33a do asawnN

a;

u

i33d Ni Hid3a '3aiSino asawii nmoq



PGR = fl (VI , SI, SO, Acres J

IF SI < PO

PGR =

(PO - O.bJ 1. 55
PO - SI 1. 55

(.0.9721 J ( 50

j

where

Y = Y S{
P P

Acres + 200

260
- I

U^AM

1. 75

- e

1. 7:

IxTTFT

I - e

VI

lyrw
1.75

, + 0.23

Y S = 0.57 + 5.25 I e
P

^- 1
10

PO = 5.289 e
0.999

0.76

10.5

3 - SO

0.492

X,/X = 0.b97 - 0.067 e
I P

IF SI > PO

W =

VI

2.289

3. 5

- 1

0.404

Limits

< SI < 4, < SO 5 5

< VI < 8, < Acres < 500

R^
lin

.21, R^

^T

= .71

Graphic development of the model described by this function apinirently

.n great sensitivity to the interaction information contained in tlie data.

;ince the degrees of freedom thereby sacrificed were unknown, conventional

parameters were not estimable. Some indication as to the goodness-of-f it o

'unctional form to the data set from whicl^ it was largcl}' derived is |)rovid

resulted
But

,

Stat i St i ca 1

f the
ed In- the

0.7 1 lu-rc.)roportion of the total sum of stjuares explained by the model R"

lontrast this with the R^ of 0.21 achieved with a minimum-et tort additive i

lodel wherein linear effects of the same four independent variables have be

o the data by least squares. It would appear, at least, tliat sharp locus

ction formulation was justified.

egress i on

en fitted

on inter-
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The complexity of the foregoing function may seem unwarranted but it must be recog-

nized that mathematical constraints are necessary to the description of relationships

involving such unique forms and strong interactions as are pictured in figure 2.

Familiarity with the descriptor development techniques used makes it possible to inter-

pret the form and magnitude of parameter effects from the function itself, although the

net functional effect is generally more important to the user and is much more easily
understood in the computer-produced graphic display (fig. 2). This has already
been determined to be an excellent medium for communicating analytical results to

users, land managers in this case. Also, e has been found quite simple to

manipulate on a desk-top computer.

Although new data were not available to evaluate the advanced hypothesis
statistically, the model elicited intuitive confidence to the extent that it was
adopted as an interim management tool.
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control by the analyst. These curves or portions thereof, along
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cal descriptors for graphed hypotheses of the relations between
continuous variables (regression relations) . They are particularly
useful when the hypotheses are of unique form and/or contain
complex interactions. A five-dimensional application is shown.
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INTRODUCTION

The northern Rock\' Mountain area has a tremendous number of deatl lodj^epoK' pine
nus contorta var. lati folia Dougl.) trees tliat have aeeumulated in the rei',ion's

ests. Most of these trees were killed by the mountain pine beetle (Ih-ndnjctonus

derosae Hopk.) during the ]"iast 25 years and, because of environmental conditions,
arge [iroportion of tlie dead trees arc still sound. A reccjit repor-t ( !,yon 1977)

icated that trees larger than 8 inches (2i).3 cm) in diameter will stand i ndef i n i te l_\-

.

Because of their size, straightness, minimum taper, and ease of |)i'eservat i on ,

en lodgepole pine trees have been preferred in the northern Rock\' ^k)untains foi'

ceposts, railings, corral poles, and utility poles. Tegethoff and others (l'.)77)

e determined that about 58 percent of the dead lodgepole ]")ine trees in southeastei-n

ho satisf}' the specifications for power poles.

Use of dead trees for posts and j^oles has several distinct advantages: (1) tiie

er percent moisture content of the dead trees eliminates or reduces the relatively

g air-seasoning time reciuired for green wood products; (2) the lowei" moisture con-

t also eliminates the necessity of acquiring and maintaining a large Inventory, and

uces hauling costs to and from the treating plant; (5) the preservative penetrates
coats the wood surrounding various openings, thereby reducing the amount of

reated wood exposed to fungous attack; and f4) removal of these trees from the

est extends tlie timber supply, improves esthetics, and reduces fire hazard.

The objective of this investigation was to obtain information on the processing
preservation of posts and poles made from dead trees. Three studies, two of

ts and one of poles, were made at separate coimncrcial treating operations where
ferent treating methods and schedules were used. Tlie studies are discussed
arately.

PRESERVATIVE TREATMENT OF FENCEPOSTS BY THE
COLD SOAK OR STEEPING METHOD

Procedure

Seventy-five lodgepole pine fenceposts were cut from stems that liad been piled
burning or from trees that had been felled iit a precommerci al thinning 4 \'ears

lier. Most posts from the thinned trees had retained their hark, but many obtained
m the slash piles were without bark. The ]iosts were taken from a single area in

tern Montana.

In the field, posts were cut approximately b.8 feet (2.1 m) long. in the laborator>-,

-inch (2.5 cmj disk was cut from each end of each post, and the posts were trimmed
the desired length, 6.5 feet (2.0 m). The disks, identified as to post, were used
the preparation of moisture content and specific gravity specimens. A strip,

Toximately 1 inch (2.5 cm) wide and containing the pith, was cut from the center
:tion of each disk. The strip was then sawed through the pitli and specimens of sap-

lii and heartwood were cut from each strip's half. Tlie specimens obtained i'l-om one

F were used for specific gravity determinations, and those frt)m the second half
moisture content determinations. Specific gravit}' was based on green volume and

iidry weight. The ovendry method was used to determine moistui-e content.



Posts were separated into two groups, large and small, according to end diamete:
Thirty-six of the posts were classified as small and 38 were classified as large.

Diameters of each post were measured before and after debarking. The diameters of t?

small posts ranged from 2.6 to 3.4 inches (6.6 to 8.6 cm) at the small end and from

3.1 to 4.3 inches (7.9 to 10.9 cm] at the large end. The corresponding diameters foi

the large posts ranged from 3.9 to 5.2 inches (9.9 to 13.2 cm) and from 4.4 to 5.7

inches (11.2 to 14.5 cm)

.

At completion of laboratory testing, the posts were taken to a commercial treati

plant where each post was debarked, capped, and pointed prior to treatment. At this

time, two large posts were discarded, leaving 36 of each size post to be treated.

Also, 13 air-seasoned posts from green trees were combined with the study posts for

control purposes. The posts were then placed upright in a series of tanks filled to

depth of 30 inches (76.2 cm) with a 5 percent solution of pentachlorophenol in a ligl

crude oil. Additional preservative was added during the 6-hour treatment to maintair

the required depth. Three large posts, three small posts, and one control post, all

selected at random, were removed from the tanks at 30-minute intervals. Two control
posts were removed with the last group after 6 hours of steeping. The posts were the

returned to the laboratory for examination.

A standard-size increment borer was used to extract a core from the approximate
midpoint of the treated portion of each post. This boring was reserved for chemical
analysis to determine the quantity of preservative absorbed. In addition, a disk was

cut from near the midpoint of the treated area. The average sapwood depth and the

average depth of penetration were determined from four measurements of each variable
made on each disk. A chemical-indicating solution painted on the disk surface deline
ated the heartwood/sapwood boundary.

The borings were evaluated at a commercial testing laboratory. The three boring
from the large or small posts treated for a specific length of time were combined for

analytical purposes; so 24 determinations were made of the borings from the dead tree

posts. The borings from the control posts, too, were combined as follows: (1) posts
treated 0.5, 1.0, and 1.5 hours; (2) posts treated 2.0, 2.5, and 3.0 hours; (3) posts
treated 3.5, 4.0, and 4.5 hours; (4) posts treated 5.0 and 5.5 hours; and (5) borings
from the two posts treated 6.0 hours.

Results and Discussion

The percent moisture content and specific gravity data for the small and large
posts before treatment are summarized in tables 1 and 2. For the small lodgepole pin

posts the average moisture content of the heartwood was 15.8 percent and the range wa

from 14.2 to 18.1 percent. The average moisture content of the sapwood was 14.6
percent and the range from 12.3 to 18.3 percent. The average specific gravities of

the heartwood and sapwood were similar 0.432 and 0.421, respectively (table 1).

These results indicate that the posts were sufficiently dry for preservative treatmen
and that no decay was present. The average specific gravity for lodgepole pine is

0.38 (U.S. Department of Agriculture 1974).

For the posts largest in diameter (table 2) , the average moisture content of the

heartwood was 23.0 percent and the range was from 18.8 to 27.5 percent. The moisture
content of the sapwood averaged 19.8 percent and ranged from 16.5 to 23.8 percent.
The average specific gravity of the heartwood was 0.430 and for the sapwood 0.419.
The percent moisture contents were slightly higher than those normally attained for

air-seasoned posts prior to treatment and were higher than the moisture contents of

the small posts. The specific gravity values were practically the same as those for

the small diameter posts.



Fable 1. --Summary of average percent moisture content and specific qraviti/ of test
specimens taken from small lodgepole pine posts cut from dead trees before
preservative treatment

Length of

treatment

Average moisture content
Heartwood Sapwood

Average specific gray 1 1 >

Heartwood Sapwood
Hours - - - - Percent - -

0.5

5

5

5.0

18. 1

15,9

15.9

14.2

14,

14.

16.

16.

16.1

lb, 2

15.1

16.5

14,

14.

14.

12.

12,

15.

16.

17.

IS.

14.

15.

14.

.459

,456

,459

,459

,412

,425

,458

,425

,458

,425

,591

,459

4 04

-1 1

9

465

4 58

415

426

449

405

424

59 1

429

570

Werage 15.8 14.6 0.45: 0.421

^Oach value is the average of six determinations,

'able -Summary of average percent moisture content and specific gravity of test

specimens taken from large lodgepole pine posts cut from dead trees before
preservative treatment

I

ilength of Average moisture content Average specific gravit\-

treatment Heartwood Sapwood Heartwood Sapwood
Hours - - - Percent - - - -

3.0

3,5
4,0

4,5

5,0

5.5
6,0

25,7

21,9
21,0
26.4
18.8
25,8
20,5
24,9
27,5
25.5
20.4
97 C

20

19

17

21

17

21

17
->

4

9

1

5

7

4

8

1

18.5

16.5

21.8

09

0.444

.445

.402

.440

.445

.412

.424

.455

.451

.451

.411

.4 52

0.416
.472

.587

.401

.402

. 596

.402

.424

.445

. 400

. -1 1 5

.405

Verage !5.0 19.8 0.450 0.4 !9

Each value is the average of six determinations.



A slight difficulty was noted in the peeling of bark from the dead tree posts.

These posts often were stopped in the debarker, and if the stoppages were not correct

immediately an excessive amount of wood was removed. Also, the surface of the debark

dead tree posts was rougher than the surface of posts from green trees. Roughness wa

probably due to the lower moisture content at the time of debarking. Green tree post

are usually debarked within a week or so after arrival in the yard and before air

seasoning. A few of the treated posts are shown in figure 1.

Figure 1.--A few of the lodgepole
pine posts treated by the
steeping method.

The disks taken from near the midpoint of the treated area were used to determin(

age, sapwood depth, and depth of preservative penetration. The average age of the

small posts was 53 years and of the large posts, 67 years. The average sapwood depth
was 0.47 inch (1.2 cm) and the average penetration, 0.46 inch (1.2 cm). These data
indicate that the trees were relatively slow growing and that practically all the
sapwood was penetrated by the preservative.

The borings were analyzed for preservative retention in accordance with American

Wood Preservers' Association (AWPA) method A-5 (1969). The retention level specified
for general-use fenceposts is 0.30 lb per ft^ (4.81 kg/m^) , but the results of our

analysis indicated that none of the treatments gave this minimum retention. The rangf

of retentions was from 0.00 to 0.28 lb per ft^ (0.00 to 4.49 kg/m^) (tables 3 and 4).

There was no consistent relation between the length of treating time, the depth of

preservative penetration, and the pounds per cubic foot preservative retention.
Neither was there a consistent difference between the large and small posts. The
results from the control posts were also inconsistent. The average retention for

these posts was 0.035 lb per ft^ (0.56 kg/m^) and the range was from 0.02 to 0.05 lb

per ft^ (0.32 to 0.80 kg/m^)

.

The usual treating cycle for green tree posts is 24 hours. Obviously, our study-

treating times were much too short to obtain adequate retention. Additional work
needs to be done to determine the optimum treating cycle for dead tree posts by the

steeping method.



,'ablc 5. --Summary of results taken from small fenceposts cut from dead lodqepolv pine
trees treated by the steeping method

Len;4th of Avera ye Average depth Avera Ke
l''ost numbers treatment sapwood depth of penetration re tent ioi

Hours Inches cm Inches cm Lb/ft^ kg/m '-'

8,51,52 0.5 0.46 1.17 0.57 0.94 0.05 0. 80

i) , 1 b , 2 8 1.0 .48 1.22 .49 1.24 . 14 2.24

17,56,57 1.5 .59 . 99 .53 .84 .00 .00

25,50,40 2.0 . 56 .91 .55 . 90 . 06 .96

14,22,24 2.5 .69 1.75 .58 1.47 . 10 1 .60

10,55,59 5.0 .49 1.24 .51 1 . 50 .12 1.92

7,11,20 5.5 .55 1.40 .58 1.47 .28 4.49

25,26,54 4 . .51 1.50 .55 1.40 .05 .80

5,15,21 4.5 .62 1.57 .54 1.57 .18 2.88

6,15,19 5.0 .55 1.55 .64 1 . 65 . 10 1 .60

1,27,45 5.5 .45 1. 14 .33 .84 .27 4.52

2,55,42 6.0 .42 1.07 .37 .94 .01 .16

Average 0.50 1.27 0.47 1. 19 0.11 1.76

Table 4. --Summary of results taken from large fenceposts cut from dead lodgepole pine
trees treated by the steeping method

Length of Average Average depth Average
Post numbers treatment sapwood depth of ju^netration retention

Hours Inches cm Inches cm Lb/ft^ kg/m^

31,33,39 0.5 0.49 1.24 0.54 0.86 0.21 5.56

1,4,24 1.0 .45 1 . 09 . 35 .84 .12 1.92

11,28,57 1.5 .45 1.09 .48 1.22 .15 2.08

2,17,25 2.0 .59 .99 .36 .91 . 06 .96

15,18,54 2.5 .56 .91 .35 .89 .08 1.28

9,22,58 3.0 .58 1.47 .65 1 . 65 .18 2.88

10,15,56 5.5 .58 1.47 .47 1.19 .27 4.52

8,20,55 4.0 .52 .81 .34 .86 .07 1. 12

21,50,52 4.5 .46 1.17 .55 1.40 .08 1.28

5, 6,16 5.0 .49 1.24 .57 1.45 . 14 2.24

7,19,25 5.5 .59 .99 .43 1 . 09 . 10 1 .60

5,12,26,2 7,29 6.0 .40 1.02 .46 1. 17 .08 1.28

Average 0.44 1. 12 0.44 1. 12
. 1 5 ,08



PRESSURE TREATMENT OF DEAD LODGEPOLE
PINEFENCEPOSTS

Procedure

Thirty-nine posts from dead lodgepole pine trees were taken from a single nationa
forest in western Montana for use in this study. The same general procedure was

followed in preparing the posts for treatment as in the preceding study. Disks were
cut from both ends of each post and heartwood and sapwood specimens were cut from the

disks for determination of specific gravity and percent moisture content. The posts
were also cut to a uniform length, 6.5 ft (2.0 m)

.

The posts were next carried to a commercial wood-treating plant and all but five

of the posts were debarked. The posts were then weighed to the nearest 0.5 lb (0.23

kg). The post number, weight, and end diameter were marked on metal tags and fastened
to the respective post. Trams were used to transport the posts into the treating
cylinder and the study posts were loaded on the last tram to enter the cylinder
(fig. 2).

-4^
•«*,

Figure 2 . --Lodgepole pine study posts being loaded
on last charge tram car prior to treatment by
the pressure method.

After the cylinder is loaded and sealed, the usual treating procedure is to draw

and maintain an initial vacuum of about 27 inches of mercury (9.83 kPa) for 30 min-
utes. At the completion of tnis interval, without releasing the vacuum, the cylinder
is filled with the preservative solution and a pressure of 100 lb per inch^ (689.48
kPa) is applied for 3 hours. The cylinder is then drained, the tram cars removed, and

the posts unloaded and bulk piled until sold.

The preservative used is an unheated water solution, 1.50 to 1.75 percent of
fluorchrome arsenate phenol, type B (Osmosalts) . Sodium fluoride, sodium arsenate,
sodium dichromate, and dinitrophenol are the principal preservative compounds.



The normal procedure was followed in treating tlie stud)' posts except that thi'

pressure period was reduced to 15, 50, or 45 minutes. After the jiressui-e had liecii

applied for 15 minutes, the cylinder was drained and opened, and 11 posts, includini',

one with bark, were removed. After a second 15-minute pi'essure period another group
of 12 posts, including one with hark, were removed; and after a tliird 15-minute
pressure period, the remaining 15 jiosts, including thi'ee with hai-k, were I'emoved.

Upon removal, the j-)OSts were iimnedLatcly reweighcd to the nearest 0.5 Ih (().23 kg) and
the end diameter was remeasured.

In the laboratory, a disk was cut from the approximate center of each ])ost, and

the age, sapwood depth, and preservative ]ienetration were noted. The disks were then
individually placed in polyethylene bags and shipped to the preservative manufacturer
for chemical analysis. Increment borings, too, were taken from the post and sent for

analysis.

Results and Discussion

Percent moisture content of the specimens taken prior to treatment ranged from
9.1 to 24.6 percent and moisture content averaged 13.2 percent. The specific gravit}'

of the specimens ranged from 0.294 to 0.495 and averaged 0.378--about the same as the
published value of 0.38 (U.S. Department of Agriculture 1974). The percent moisture
content and specific gravity data are summarized b)' treatment in table 5.

Table S. - -Before treatment summary of average percent moisture content and specific
gravity of test specimens taken from fenceposts cut from dead lodgepole
pine trees and treated with preservatives by three different pressure treating
schedules

[Treating schedule

Average
Number of Average moisture content specific gravity

posts lleartwood Sapwood Heartwood Sa])wood

- - Percent -

30 min vacuum and 15 min
pressure, 100 psi 11

30 min vacuum and 30 min
pressure, 100 psi 12

30 min vacuum and 45 min

'I

pressure, 100 psi 16

Overall average

13.3

12.3

14.1

13.3

12.1 0.377 0.371

11.6 .404 .368

15.8 .391 . 363

13.5 0.391 0.362

Again, debarking the dead tree posts demanded special attention to prevent exces-

sive wood loss. Deep checks on the post surface caused the floating rosser head to

;top the post and gouge the surface. Also, as before, the post surface was somewhat

'ougher than that of newly peeled green posts. A few of the study jiosts were oi" sucli

-ow quality and appearance that under ordinary circumstances they would have been

iiscarded.

I

The ages of the posts varied from 17 to 55 years. The sapwood de])tli i-anged fi'om

1.38 inch to 2.00 inches (1.0 to 5.1 cm). Preservative penetration measurements

ere made on the borings using Chrome Azurol S as a copjier detecting reagent (AWPA

lethod A-3, 1969) and a mixture of 0-anisidine hydrochloride and sodium nitrate as a

;ine heartwood indicator (AWPA M-2, 1969). The borings all showed 100 percent pene-

ration of the sapwood. The post-treatment data are summarized in tat)le 6.



Table 6. --Summary of results obtained from fenceposts cut from dead lodgepole pine
trees and treated with preservatives by three different pressure testing
schedules

Treating schedule
Number of Average depth Average depth
posts of sapwood of penetration

Average
preservative
retention

Inches cm Inches cm Lb/ft^ kg/m^

0.85 2.16 0.84 2.13 0.517 8.28

.89 2.26 .89 2.26 .576 9.23

.88 2.24 .86 2.18 .701 11.23

0.87 2.21 0.86 2.18 0.611 9.79

30 min vacuum and 15 min
pressure, 100 psi 11

30 min vacuum and 30 min
pressure, 100 psi 12

30 min vacuum and 45 min
pressure, 100 psi 16

Average

Preservative retention assays were performed on samples cut from the disks for

each of the three treated groups. Individual samples were combined for each group and

the group sample was assayed for copper, chromium, and arsenic by AWPA Method A-9 (X-

ray emission spectroscopy). All samples exceeded the minimum retention of 0.4 lb per
ft^ (6.41 kg/m^) of copper, chrome, and arsenic as required by AWPA C-5 for lodgepole
pine fenceposts.

PRESERVATIVE TREATMENT OF POLES MADE FROM
DEAD LODGEPOLE PINE TREES

Procedure

Thirty logs from dead lodgepole pine trees were selected in a sawmill storage

yard for use in this investigation. The logs, 20, 25, or 30 ft long (6.

9.1 m) were suitable for poles in classes 5, 6, or 7. Ten of the poles

long (6.1 m), 18 were 25 ft long (7.6 m) , and 2 were 30 ft long (9.1 m)

,

selection, the poles were delivered to a commercial pole treating plant

and treatment.

1 , 7.6, or

were 20 ft

After
for processing

Although the poles had very little bark, they were machine-peeled, numbered, and

stored until time for treatment. During storage, the circumference at the top, butt,

and groundline of each pole was measured and recorded and, in addition, a 1- or 2-inch

(2.5- or 5.1-cm) thick disk was cut from both ends of the poles (fig. 3). These

disks, numbered as to pole of origin, were used in the preparation of percent moisture

content and specific gravity test specimens in the same manner described earlier for

the fencepost disks.



Figure 5.--A few poles spread for examination and

end sampling prior to treatment by the hot and

cold bath method.

The poles were then randomly separated into two groups, based on length, and the

pies in each group were randomly assigned a specific treatment. The six treating

'chedules and the number of poles from each group treated by the different schedules

'?re as follows:

Time
Hours

Poles used

Six-hour hot bath followed by 12-hour
cold bath.

Four-hour hot bath followed by 6-hour
cold bath.

Two-hour hot batli followed by 0-hour
cold bath.

4. Nine-hour cold soalv.

5. Six-liour cold soak.

6. Four-hour cold soai\.



CONCLUSIONS

The results of the three preservative treatment investigations indicate that somii

care should be exercised in selecting posts and poles from dead trees. The frequent
|

occurrence of long, deep checks and wormholes results in lower quality and a higher

cull factor in the dead tree products. In addition, greater care is required in

processing the dead tree posts and poles. Posts exhibited a tendency to get stopped li

the debarker and to be stripped of an excessive amount of wood, especially as the

debarker head was passing over a deep or irregular check on the surface. This probleni

was not encountered in debarking the poles.

The, debarked posts and poles were somewhat rougher on the surface than newly

peeled green tree posts and poles. This undoubtedly was due to the lower percent
moisture content of the dead tree products. More frequent maintenance of the debarkinj

head may aid in alleviating this problem.

The steeping method of preservative treatment gave inconsistent preservative
retentions for the treating times used. None of the 85 posts treated by this method

met the retention specification of 0.30 lb per ft^ (4.81 kg/m^) . The retentions of tl

study posts ranged from 0.00 to 0.28 lb per ft^ (0.00 to 4.49 kg/m^) . Although the

greatest steeping time used was 6 hours, more time than that is needed. There are

indications that the time required to treat dead tree posts would be less than the 24

hours needed to treat green tree posts.

Pressure treatment of dead lodgepole pine posts gave directly opposite results.

All study posts, including those with bark met the preservative retention specificatic
of 0.40 lb per ft^ (6.41 kg/m^) . A treating cycle of 30 minutes vacuum and 15 minutes'

of pressure at 100 lb per inch^ (689.48 kPa) , the minimum treating time used, was more

than adequate to obtain the necessary retention. The pressure treating time can thus

be reduced to about one-twelfth the time needed to treat green posts.

Of the two treating methods used with poles from dead lodgepole pine trees, the

results indicate that the hot and cold bath is the better method. All the poles

treated by this method exceeded the specification requirements for preservative pene-

tration and retention, 0.75 inch (1.9 cm) or 85 percent of the sapwood and 1 lb

(0.45 kg) of dry pentachlorophenol in the outer 0.5 inch (1.3 cm), respectively. None

of the poles treated by the cold soak method met the preservative retention requireraen

and only the poles soaked for 9 and 6 hours met the preservative penetration requirerae
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The Intermountain Station, headquartered in Ogden, Utah,

is one of eight regional experiment stations charged with pro-

viding scientific knowledge to help resource managers meet

human needs and protect forest and range ecosystems.

The Intermountain Station includes the States of Montana,

Idaho, Utah, Nevada, and western Wyoming. About 250

million acres, or 90 percent, of the land area in the Station

territory are classified as forest and rangeland. These lands

include grasslands, deserts, shrublands, alpine areas, and

well-stocked forests. They supply fiber for forest industries;

minerals for energy and industrial development; and water

for domestic and industrial consumption. They also provide

recreation opportunities for millions of visitors each year.

Field programs and research work units of the Station are

maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with

Montana State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the University

of Idaho)

Provo, Utah (in cooperation with Brigham

Young University

Reno, Nevada (in cooperation with the Uni-

versity of Nevada)
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RESEARCH SUMMARY

visitors to two wildernesses - the heavily-used Desolation Wildc^r-

ness in California and the lightly-used Spanish Peaks Primitive Area in

Montana - were surveyed. Research objectives were to determine whether
use levels produced differences in how wilderness was defined, wliat-

constituted appropriate use, the threshold at which crowding occurred,
and what management actions were acceptable.

In terms of socio-economic characteristics, vistors to the two
areas were similar. Type and pattern of recreational use differed,
however: there was virtually no stock use or outfitter use in the
Desolation Wilderness while day use and large parties were signifi-
cantly more common in the Spanish Peaks. Most vistors in both areas
reported previous wilderness use, although Desolation Wilderness
visitors had more experience in the particular area.

Higher use levels in the Desolation Wilderness did not produce any
appreciable difference among respondents in terms of generalized concepts
of appropriate and desirable use. This finding is similar to the

findings of other studies. Visitors in both areas hold common perceptions
about wilderness and its use.

Significant differences were revealed in an analysis of the |jret-

erence for inter-party contacts and the consequences of not finding
preferred conditions. For contacts with backpackers and with large
parties (defined as 12 or more people) , medium satisfaction levels were
consistently higher at increasing levels of contact in the Desolation
Wilderness than in the Spanish Peaks. No contact with other parties at

campsites was especially important in both areas. In general, it

appears that Desolation visitors, exposed to higher use levels, have
become more tolerant of heavy use than their Spanish Peaks counterparts.

Nevertheless, while tolerant, it is evident Desolation Wilderness
visitors perceive high use as contributing to impact on the area; they

were twice as likely to report that area quality was worse than before
and that the area was used beyond its capacity. PerhajDS as a result of

the perception, nearly half of the Desolation Wilderness visitors who

reported the area as used beyond capacity changed either the length or

route of their trip to avoid crowding.

When use exceeds capacity, visitors in both areas agree that

restrictions should be imposed. But there were differences in the

types of controls favored. Not only was there a greater acceptance of

regulation in the Desolation Wilderness, there was also more acceptance
of direct regulation of use and users. Desolation vistors were more

supportive of party size regulation and the control of stock numbers.

The data support the need for managers to be flexible and sensitive

in their imposition of visitor management programs. Although the tyjjt^'s

of experience sought by visitors in these two areas were similar,

individual differences in use intensity suggest the necessity of adjust-

ing programs to meet particular circumstances. However, it is imijortant

that management impose regulation only as is necessary and bo careful

not to enact excessively regimenting actions before they are needed.
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INTRODUCTION

Over the jiast twt) Jccadcs, many studies have invest i .uated i-eerc-at i ona 1 earryin;'.

paeity. Althoui;h some authors believe the coiieept of carrying eapaeit)' has only

mited ajiplication to recreation and wilderness management ("Wayar 1974; Uury I'JTd;

berlein 1977), there is general recognition that increasing use can ]iroduce environ-
ntal and social clianges inconsistent with management ohjectivcs. It is also general!)'

cogni"cd tliat carrying capacity cannot be set without defining values that nrv to be

phasizcd in management (ileberlein and Slielln' 1977). Research jirovides estimates of

e probable consequences of alternative decisions, but it cannot define the "rig.ht"

swcr--how laucli recreational traffic is "too much."

Most students of recreation and wilderness management recognize that carr\-ing

paeity judgments derive from two factors: First, tlie physi cal -bi ol ogi ca 1 impacts

sultiTig from use represent one "cost" that managers must evaluate in determining
etlier some level of use is "too much." In some areas, substantial imjiact might be

lerated (at a site managed for off-road veliiclc use], while at others only limited
anges in the natural order would be acceptable ('wilderness). In any case, the

gnitude of the impact is a relatively objective dimension amenable to precise measure,
e importance associated with these impacts, on the otlier hand, will vary according to

e relative values held bv managers, visitors, and the general public.

Second, the impact of use on tlie experiences derived from different opportunities
e of concern in carrying capacity judgments. lligli-density conditions miglit be appro-

iate for certain opportunities (city parks, group cam.pgrounds) , while in otlier cases,
w-density levels would be required (wilderness). Again, the magnitude of the social
pacts is subject to relatively objective measures (how many interparty contacts occur
some use level), but the importance of these impacts in affecting tlie visitor's

perience will differ among various recreation opportunities and between visitors and

nagers

.

In an earlier investigation of attitudes about wilderness carr}'ing capacity (Stankey

73), similar perceptions were discovered among four areas even though there was a

-fold difference in use between the lightest and most heavily used areas. Ncverthe-
ss , there is concern that attitudes as to what constitutes excessive use ("crowding")

11 gradually shift to more lenient definitions as visitors encounter heavier use and

velop a tolerance to it. As tlicse perceptions shift, people who still seek low-dens it>'

portunities will be gradually displaced by those with greater tolerance to higher use

tankey 197.3; Shelby and Nielsen 1976; Ileberlein 1977).

It is difficult to determine whether definitions of acceptable levels of use are

idually changing. Most previous studies have been one-time, cross-sectional inx'esti-

:ions; they have not been followed up to examine changes.

As noted above, an earlier study of four wildernesses having different physical

hracterist ics and use patterns, indicated no important differences in attitudes about

iiacity. In the study reported here, two areas similar in size and topography were
bsen. Visitors to these two areas--the Desolation Wilderness in California and the

jinish i^'eaks Primitive Area in Montana--were surveyed with an identical (piest ionna i re

.

Several issues were investigated: (1) preferences for meeting other groups; (1)

:)ccted impact on satisfaction associated with varying hypothetical contact levels; (?<]

r)act of actual use levels on the area's capacities; (4) im])act of encounters on

tpondent travel behavior; and (5) preferences for management teclni iciucs.



STUDY AREA DESCRIPTIONS

Table 1 compares the two areas' use and acreage as well as selected indices of
dispersion potential and density. Annual visitation in the Desolation Wilderness wa
approximately 18 times greater than the Spanish Peaks. Although the California area
greater potential for dispersion of use (about 2-1/2 times as many access points and
3 times as much trail mileage per 1,000 acres [405 ha]), the two density measures
still suggest a much greater intensity of use there.

Table I .--Comparison of use in the Desolation Wilderness and Spanish Peaks Primitive
Area

Entry points/ Trail miles/ Visitor Visitor Visitors/
Area Size 1,000 acres 1,000 acres days days/acre trail mile

Acres

Spanish
Peaks (19701 50,616 0.14 0.51 16,900 0.3 348.5

Desolation
Wilderness
(1972) 63,475 .35 1.56 305,700 4.9 3,084.5

STUDY METHODS

Sampling Procedures

Visitors to the Spanish Peaks Primitive Area were sampled from the third week i

June 1970 and through late November. In the Desolation Wilderness, sampling covered
entire year of 1972, although the bulk of use occurred during the same time period a

in the Spanish Peaks.

Compiling a list of wilderness visitors adequate for sampling is difficult (Luc

and Oltman 1971). In this study, two methods were used, which with the 2-year inter
between studies, complicates data comparison. This problem will be discussed in sub

quent sections.

In the Spanish Peaks, names were obtained by using special registration signs a

personal field sampling at selected trail heads. The sign advised visitors that a

research study was under way and requested that each person 16 years or older provid
their names and addresses on a card. The sign was used at trail heads in the area
where hiker use predominated (previous research indicated visitors using horses were
less likely to register). On trails where horse use was significant, a field worker
was present on sample days to contact all entering and exiting parties.

A list of names and addresses was prepared, using no more than one member of a

particular group. A systematic interval sample of 452 individuals was drawn. |

Four follow-up mailings were made to increase the response rate. Of the 431

deliverable questionnaires, 409 usable ones were returned, a 95 percent response rat

Responses from individuals contacted in person were weighted so they might be com-

bined with those obtained from the special registration sign (trails covered in pers
were sampled on only some days; trails where the special sign was posted were, of
course, covered every day), yielding an adjusted number of 515. I



In the Desolation Wilderness, names were i-andonily saiiipUnl from a list of persons
•ceivini; wilderness permits iluriiiL', the 1972 season. A total of SSO names were sampled
It 11 cjuest ionnaries were returned by the Post Office; JS() usable i-esponses wlmt
itained from the remaining 330 for a response rate of SI peixent. Thus, our saiiiplin;',

liverse was eomjiosed of individuals who olitained a ptu'init for their ('.roups. I'.eeause

ic sample is based on grou]-is rather than individuals (as in the Spanish l\'aks), data
ir the two areas are not full\- comparable. l-'oi' some types of data, such as socio-

onomic characteristics, substantial variations might be expected between persons
•fined as the "painty leader" and the otJier group members. However, for (Uher elata,

ich as attitudes about wilderness, less variation apjiarently exists.

For example, .Tubenville (1971) found no significant differences betwei'ii )iart\-

laders and other party members on a scries of attitude statements about wilderness.

.e study reported here focuses primarily on visitor attitudes.

The sum consequence of these di fferences--t ime of study, individual x'crsus gr(Mip

mpling frame--mean tliat it is difficult to accurately assess observed differences
'tween the two areas. Arc they a function of real differences (for example, use

ivelsl or arc the\' some complex function of differences in time or surve\' method?

VISITOR PROFILES

Three different types of tlescr i]it i vc data for users were collected: who they were,

w thev used tlie wilderness, and their outdoor recreation experiences.

Socioeconomic Profile

A brief socioeconomic profile of users was developed, based on cpiestions regarding
!e, education, sex, and student status. Additionally, visitors w^ere questioned rcgard-

ig their membership in any conservation or outdoor recreation organi 2at ions . These
ta are presented in table 2.

1

lalile 2 .--Sociiiuconornic otuucteristic-s of visjto;s to I lu^- ;>,. .Jjt ion Wji./.Tness ,in,i

Spcjni.'-:h Pt^-jks Pnwitivc- /li>_-i

Area • .s 9-U IJ IS-IS 1(, over
------ Pi^T'^ent -

lli-sol.ition II '.1 11 :'.! 1'.'

Spani-;li Pi.-,iks i 1 J 21 15i li

'\Ke

hi I,

Area 11-15 16-:i) ."l-j; Jl.-^ll ;i-4ll 11-51' M-i.li over \
__.---__-_-- PfTc.-nt ------

hcsulation ;
1' ;n -'1 I'^l 1

Span I -ill I'caks .'1 h

rif-olat ion

Spaiu-.h Ccaks

' Ml fferences in sample siri- fro



How names were collected affects interpretations of resulting data, particularly
for descriptive information. For example, self-selected party leaders, such as we ar

dealing with in the Desolation Wilderness, probably have important differences from

other party members--namely , they could be more experienced, older, and so on.

Despite these problems, the data in table 2 are more striking for similarities
than for differences. In both areas, educational attainment is high, with nearly hal

of all visitors reporting a college degree or postgraduate work. This is consistent
with previous studies of wilderness users throughout the country (Outdoor Recreation
Resources Review Commission 1962; Hcndee and others 1968; Echelberger and Moeller 197

The age distribution of visitors to the two areas is also similar, with slightly over
one-third 25 years or younger, 40 percent between 26 and 40, and nearly one- fourth
over 40 years of age. In the Spanish Peaks, only those persons 16 years or older wer
asked to register; in the Desolation Wilderness, the party leader registration obtain
from the mandatory permit probably also resulted in an upward bias in the age profile
Nevertheless, the overall age profile is similar.

The distribution of females and males is reliable only for the Spanish Peaks,
where all visitors were asked to register and names from this list were randomly chos

Again, the party leader bias in the Desolation sampling list almost certainly over-
estimates males. In the Spanish Peaks, males outnumber females two to one; at the ti

of this study, wilderness recreation appears still to be predominantly a male activit
but this situation is probably in flux and rapidly changing. ,

Finally, we found that a substantial number of visitors in both areas were still

students, but they are clearly a minority (approximately one-third).
i

Thus, our socioeconomic profile of visitors to the Desolation and Spanish Peaks
suggests that both areas draw a similar clientele. This is as we suspected; wilderne
visitors in previous studies have been typically found to be highly educated, drawn f

a wide age range, male, and nonstudent (Outdoor Recreation Resources Review Commissio
1962; Hendee and others 1968; Stankey 1971, 1973; Fchelberger and floeller 1977).

Characteristics of Recreation Use I

l^^hile user characteristics in the two areas were quite similar, the recreation u

characteristics differed in several instances. Table 3 summarizes data for five use-

related variables: method of travel, length of stay, party size, use of outfitters, a

recreational activities.

Wilderness Activities I

Both wildernesses were mainly used by backpackers. Virtually all use in the
Desolation Wilderness was by backpackers while about one-fourth of the Spanish Peaks

visitors used horses. Thus, the potential for conflict between travel methods was
clearly present in one area and almost absent in the other.
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Length of stay in the two areas varied significantly, with nearly two-thirds of
the Spanish Peaks visitors reporting day use only. About one-fifth of the Desolation
Wilderness visitors were day users; however, this figure probably underestimates actua
day use because of the lower compliance among day users in obtaining a mandatory wilde
ness permit (Lucas and Oltman 1971). Correcting for noncompliance, Lucas (review draf
Forestry Sciences Laboratory, Missoula, Mont.) has estimated day use in the Desolation
Wilderness to be about 40 percent, still significantly less than the Spanish Peaks.
Trips of more than 3 days are more common in the Desolation Wilderness than in the i

Spanish Peaks.

Average party size in the two areas was significantly different. Two-thirds of
the groups in the Desolation Wilderness had 5 or fewer people in them, while 57 percen
had 4 or more in the Spanish Peaks.

j

Outfitter use was nonexistent in the Desolation Wilderness and accounted for less
than 10 percent of the Spanish Peaks use. As in most wildernesses, visitors usually
travel on their own.

Finally, most visitors reported participating in a variety of recreational activi
ties. Fishing is a common activity, as is photography and nature study. Swimming is

quite popular in the Desolation Wilderness. Hunting was reported by about one-fourth
of the Spanish Peaks visitors, but by only 2 percent of the Desolation Wilderness
respondents

.

Outdoor Recreation and Wilderness Experience

Our final descriptive information concerned previous outdoor recreation and wilde
ness experiences of the visitors (table 4). Visitors to both areas had similar childh
camping experiences. Although the majority had auto-camped with their parents, most h

not camped, hiked, or canoed remote areas. However, most had been introduced to wilde
ness camping prior to our survey; only about 10 percent of the Desolation Wilderness
visitors and 25 percent of the Spanish Peaks visitors were on their first wilderness t3

Moreover, most were young when their first wilderness trip occurred; nearly one-
half had made their first trip before the age of 15. Only about one-fifth of the

visitors reported their first visit after the age of 26. However, this does not
necessarily mean that age represents a constraint on use. It more likely reflects
the fact that tastes are shaped early in life and that these patterns, once establishe
are generally stable over time. Nevertheless, new entry does continue to occur past t

age of 30.

Most visitors reported more than one visit per year as typical. These wilderness

visitors may also be considered consistent users, with 8 out of 10 in both areas indie

ing at least one wilderness visit each year. This is further supported by looking at

the number of wilderness trips reported in the past 12 months. Overall, about half
reported visiting a wilderness from 2 to 5 times in the previous year. About twice as

many Spanish Peaks visitors as Desolation Wilderness visitors reported no visit in the^

past 12 months. About two-thirds of the Desolation Wilderness users reported a prcvio

visit to that area, whereas only about half of those in the Spanish Peaks had been
there previously.
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EXPECTATION OF VISITOR CONTACT

Eight statements were developed to determine visitor attitudes about wilderness,
particularly feelings about the level and type of social interaction that was appropr:

ate. We were especially interested in comparing attitudes of visitors to the Desolat:

Wilderness, where use levels are high, with attitudes of visitors to the Spanish Peak:

where use levels are light. Did high use breed tolerance or were attitudes independei

of actual use?

Levels and Types of Contact

How many other parties do visitors expect to encounter in wilderness? Are these
expectations shaped by actual use in the area?

More than three-fourths of the visitors in both areas agreed with the statement,
"It is reasonable to expect that one should be able to visit a wilderness area and sei

few, if any, people."

There was no difference between the two areas in responses to the statement. Th'

data suggest relatively uniform expectations of what a wilderness ought to provide--a]:

ideal that most subscribe to regardless of the actual use found in the specific areas
they visit

.

Two additional questions were asked about interparty contact:

"It's most enjoyable when you don't meet anyone in the wilderness."

Area
Strongly Strongly
disagree Disagree Neutral Agree agree----------- Percent --------

N

Desolation 3 14 18 31

Spanish Peaks 2 13 15 28

Chi-square = 4.28, 4 df, p <0.50

34

42

279

497

"You should see at least one group a day in the

wilderness to get the most enjoyment out of your trip."

Strongly St rongly
disagree Disagree Neutral Agree agree N

16 36 24 20 4 285

22 39 17 19 3 496

Area

Desolation

Spanish Peaks

Chi-square = 9.47, 4 df, p <0.I0



Ap.aiii, the pattern of rcspoTise is strikin;; for its simiJarity rather tliaii its ilil'-

ercncc. About 2 out of 5 visitors to both areas aprec that it is most enjovalile not

o meet anyone; the strength of this attitude appears to diminish .li;;htly in r-espon^e

o the second item. Spanish Peaks visitors did show a tendency to select the more ex-

remc res]")onse category ("strongly agree" in the first item, "strongly disagree" in tlie

econd)

.

Socialization at Campsites

Previous work fStankcy 1975) suggests that contacts at campsites are a particularly
rucial problem. Two items were asked to determine tlie relative importance of solitude
t the cam.psite. As can be seen, there was virtually no difference in response lietween

he two areas for eitlier item:

"Meeting other people around the campfire at night
should be part of any wilderness trip."

Area
Strongly
disagree Disagree Neutral Agree
----------- Percent - - -

Desolation 14 5S 50 19

Spanish Peaks 17 51 55 16

Chi -square = 4.54, 4 df, p <0.50

Strongly
agree N

281

496

"Iflien staying out overnight in the wilderness, it is

most enjoyable not to be camped near anyone else."

Area
Strongly Strongly
disagree Disagree Neutral Agree agree----------- Percent ----------

Desolat i on 15 40 40 :84

Spanish Peaks 14 45 56

Chi-square = 1.89, 4 df, p -0.75

505

ij

It is clear that minimal intergroup contact at the campsite is important for visitors

1 both areas. IVhile about half of the respondents disagree that "meeting others around

le campfire" is part of the trip, about one-third are neutral on the matter, sugg,est i ng,

tjat some temporary contact might not be inappropriate. However, respondents clearlx'

ejdorsed the notion that campsites ought to be located in relative isolation. (We will

llturn to this issue when we examine preferences for intcrparty contact.)

j
A third element of the normative (juestion of intergroup contact relates to perceived

djfferences among user groups and the subsequent effects on social carrying capacity.

EIrlier work by a number of investigators (Lucas 1964; Stankey 1975; bee 1975) sugg.ests

t;at the presence of dissimilar groujis contributes to feelings of crowtiing aiui

dissatisfaction.



Responses to these items varied more than previous items. The first item concern
whether people who backpack differed from those who travel on horseback. Visitors
thought the two groups significantly different:

"There is a great deal of difference between the kind of

people who like to backpack in the wilderness and those

who prefer to travel by horseback in the wilderness."

Area
Strongly St rongly
disagree Disagree Neutral Agree agree

- - - - - -

2 15 24 34 24

7 25 24 29 15

Desolation 2 15 24 34 24 284

Spanish Peaks 7 25 24 29 15 495

Chi-square = 26.47, 4 df, p <0.001

About 6 out of 10 Desolation Wilderness respondents thought that backpackers were
different from those who use stock; only slightly more than 4 out of 10 agreed in the

Spanish Peaks. Stock use is certainly more common in the Spanish Peaks than in the
Desolation Wilderness; about one-quarter of the respondents in the Montana area were
using stock, compared to only one party in the Desolation Wilderness sample. IVhen

method of travel was used as the independent variable, we found that Spanish Peaks
hikers were about twice as likely to agree with the statement as were stock users. In

this sense, the Spanish Peak hikers were more similar to their Desolation Wilderness
counterparts than they were to their fellow Spanish Peaks visitors on horseback.

While there was a clear difference on this item between the two areas and between
hikers and horse users, our second item concerning other kinds of parties revealed no
difference between areas and only a small difference between hikers and horsemen in

the Spanish Peaks:

"Seeing a large party (a dozen or more people from a club, etc.)
reduces the feeling that you are out in the wilderness."

Strongly Strongly
Area disagree Disagree Neutral Agree agree rJ

_ ,

1 12 8 42 38 284

1 11 11 38 39 502

Desolation

Spanish Peaks

Chi-square = 3.13, 4 df, p <0.50

10



Strongly
Agree agree N

19 10 281

19 8 SOO

Large groups tend to he perceived as inapproi^ri ate in w i lileriiess ({)ntdt)()r

ecreation Resources Review Commission 19(i2; Stankey 1973). Tlie tx'pical style of

se in both areas reflected this perceived inappro]iriat eness ; only 11 percent in the
panish Peaks and S percent in the I'lesolation were in groups larg.er than 10 jiersons.

bout two-thirds of the horsemen in the Spanish Peaks agreed compared to three-
ourths of the overall sample.

The final normative element concerned the relative importance of iierceived crowtlinj

s comjiared to finding litter. More than half the respondents disagreed with tlu' item

elow, but another 2S percent did concur. There was no difference in response between
he two areas:

"Seeing too many ]ieople in the wilderness is more
disturbing than finding a littered campsite."

Strongly
Area disagree Disagree Neutral Agree

----------- Percent

Desolation 12 42 17

Spanish Peaks 16 4 2 15

Chi-square = 0.44, 4 df, p <0.97

Although most visitors apparently find the presence of litter, especially at their
impsite, more disturbing than crowding, a significant minority do not.

In summary, despite sharp differences in use levels and intensities, visitors to

'le two areas hold highly similar notions of appropriate and desirable use. Pxposure
) higher use in the Desolation Wilderness does not apjiear to influence generalized con-

(•iits of desirable social interaction, given their similarity to those held ]iy Spanish

ImI.s visitors. Spanish Peaks' visitors are somewhat less likely to believe that hikers

cid stocl; users are different from one another, but tlri s response is largel}' accounted
lir by individual method of travel; Siianish Peak hikers are quite similar in their

Mii'fs on this issue to Desolation Wilderness visitors, almost all of whom were back-

I-ckers. Horse users in the Spanish Peaks generally sec little difference lietwecn

temselves and hikers.

PREFERENCES FOR VISITOR CONTACT

Studies of visitor preferences are familiar to most managers. But as Drivci' and

Bibsett (1977) have discussed, the concept of "jirefcrence" is complex, with se\-ei-al

istinct meanings. In this discussion, preference refers to the relative importance

t,i^t visitors attach to some situation or condition.

Measures of preference were obtained for several different situations. Prelerrcxl

ni)unts and tvpes of use were measured sejiarately . However, because tliese elemi'iits are

v: independent fuscrs contacted and how they react involves not onl\' how man\', but

i.;o what kinds), an effort was made to calculate how varving amounts of diffei-ent types

): use affected expressed preferences.
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Level of Contact

Preferences for contact with other groups were examined in two settings: along
trails and at campsites.

Two questions tested visitor preference for trail contacts: "meeting many other
people on the trail" and "meeting no one all day." Responses to the two items were

j

related, as can be seen below:

"Meeting many other people on the trail" i

Area
Bother Bother Enjoy Enjoy
a lot some Neutral some a lot---------- Pevoent

Desolation 22 40 20

Spanish Peaks 28 39 21

Chi-square = 8.22, 4 df, p <0.10

16

11

"Meeting no one all day"

Area

Desolation

Spanish Peaks

Chi-square = 10.06, 4 df, p <0.05

N

284

502

Bother Bother Enjoy Enjoy
a lot some Neutral

- Percent -

some a lot N

8 23 22 46 283

4 30 18 48 504

I

About two-thirds of the respondents in both areas indicated a preference for

minimal contact with others. Meeting many others along the trail was bothersome to

most and enjoyable to only a few; conversely, meeting no one all day was something
most enjoyed. However, about one-fourth of all responses to these two items fell into

the "neutral" category, suggesting the existence of a significant minority who find
the level of contact, at least along the trail, to be relatively unimportant.

Crowding at campsites might represent a critical constraint on wilderness carry^
ing capacity. This was confirmed by the response to the following item:

12



Bother
a lot

Bother
some Neutral

llnjoy

some
l-.iijoy

a lot \

58 47 11 4 2S5

42 41 14 3 504

"Camping at a place wlicre several other parties are eamiied"

Area

Desolation

Spanish Peaks 42

Chi-square = 5.6S, 4 df, p <0.50

More than S out of 10 respondents in both areas would be botlicred liy the presence
of others near their campsite. None indicated they would enjo\- sucli contact. A small

percentage of users indicated a neutral response to the item. There seems to he a

fairly strong preference for campsites tliat offer complete or partial isolation.

To follow up on the question of what level of campsite development was considered
appropriate, we next asked respondents, "When you are camped in the wilderness, how
many other parties would you prefer camped within sight or sound of your campsite?"
Overall, two-thirds of the respondents preferred a campsite with no other camps within
sight or sound. Desolation Wilderness visitors showed slight preference for tvvo other
camps nearby. Low-density camping is clearl\- preferred and there is little preference
for more than two other camps.

"Number of other camper groups preferred within sight or sound"

Area 1 2

--------- Pei'oent

Desolation 60 12 18

Spanish Peaks 69 12 11

Chi-square = 11.40, 4 df, p '0.05

Amounts and Types of Contact

People wlio may not mind meeting two or three small backpacking [parties may dis-

'jlike meeting two or three similarly sized groujis on horseback. Thus, it is difficult
ito dissociate preferences for amount of contact from preferences for types of contact
[To deal with this problem, we asked a series of questions that probed liow various
'amounts of different types of encounters affected visitor satisfaction with the level

3f intcrparty contact fas opposed to their satisfaction with the overall t r i
|i ) . The

luestioTi required the respondent to judge a hypothetical situation; tlie ijuestion was

to provide data for construction of a ])rofile of tlie relationship betw^een encounters
jind the hypothesized satisfaction with that encounter.

4 or

5 more N

5 5 267

3 5 508



A number of investigators have found little or no relationship between actual use

levels encountered and visitor reports of overall trip satisfaction (Lee 1975; Heberlein

1977; Neilsen and Shelby 1977). However, most also argue that it should not be inferred
that crowding is not a problem or that people don't care about the level of use encoun-

tered. Thus, the most appropriate measure of satisfaction should be that associated
with the level and mix of use encountered rather than the effects of interparty contacts
on overall satisfaction. The purpose of the following data is to establish an index of
what people prefer with regard to interparty contacts and the consequences of conditions
that do not meet those preferences.

Four different encounters were described: (1) meeting average-sized backpacking
parties (and no other kinds) on a 3-day trip; (2) meeting average-sized horseback
parties on a 3-day trip; (3) meeting large parties (at least a dozen people) on the
trail on a 3-day trip; and (4) camping within sight or sound of an average-sized back-
packing party. Respondents were asked to consider various levels of encounters with
these different groups (for example, no encounters at all in 3 days, etc.) and to state
their level of satisfaction with that particular encounter level (see appendix for a

discussion of some of the methodological problems with this technique). If a situation
was perfectly satisfactory, they would indicate 100 percent; if totally unacceptable,

percent. Intermediate situations would be rated somewhere between and 100. Although
this required a major effort by respondents (more than 28 separate responses were needed)
cooperation was excellent; more than 90 percent of the respondents fully completed the i

question. '

Figures 1 to 4 show response to the questions. The curves are plotted on the J

basis of area averages. However, two intra-area tests for significance (p <0.05) were \

also made. In both areas, the preferences of those visitors with less than 1 year's
wilderness experience were tested against those with more than 1 year's experience. ,

In the Spanish Peaks, attitude differences between hikers and horseback riders was
tested (no such test was performed in the Desolation Wilderness because all visitors
were hikers)

.

> Desolation Wilderness

]_
2 3_ £ 1 A 7 8 q_ 10 11 12 13 14 15

NUMBER OF BACKPACKER PARTIES ENCOUNTERED

A Statistically significant differences at ttie

0. 05 level based on method of travel.

Underlined numbers represent contact levels

for wtiicli data were collected .

Figure 1. --Reported satisfaction with
backpacker contacts.
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Figure 2 . --Reported satisfaction with
lu)Tsehacl\ party contacts.
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NUMBER OF HORSE PARTIES ENCOUNTERED

Underlined numbers represent contact levels

for which data were collected.

igure 3. --Reported satisfaction witli

large party contacts.
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\ Desolation Wilderness

^-->>-.

I I I I

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

NUMBER OF LARGE PARTIES ( > 12 persons) ENCOUNTERED

o Statistically significant differences at the

0.05 level based on prior wilderness experience.

Underlined numbers represent contact levels

for which data were collected.
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Desolation Wilderness

Figure 4. --Reported satisfaction
with contacts at campsites.

12 3 4 5

NUMBER OF OTHER CAMPS WITHIN SIGHT OR SOUND

A statistically significant differences at the 0. 05

level based on method of travel.

In the Spanish Peaks, previous wilderness experience had little influence on pre-
ferred levels of contact, with the exception of encounters with large parties [defined
as 12 or more people (fig. 3)]. Interestingly, more experienced users indicated a

higher level of satisfaction with large parties than those less experienced. This may
be related to the greater frequency of such parties in the area and the fact that
repeat visitors are more accustomed to seeing them.

Tests for differences between hikers and horsemen in the Spanish Peaks also
revealed little difference. One exception was the preference of contact with back-
packing parties; hikers were more favorably inclined toward their fellow walkers than
were horsemen (fig. 1).

In the Desolation Wilderness, no significant differences for preferred contact
levels based upon previous experience were found.

A central interest has been the degree of similarity in preferred contact levels
between the two study areas. At a general level, the image of wilderness and the

wilderness experience seem closely shared, a finding previous reported (Outdoor
Recreation Resources Review Commission 1962; Stankey 1973). But do the great dif-

ferences in use intensity stimulate different notions of acceptable levels of inter-

party contact?

16



To answer this question, we examined the median levels of sat i s i'aet i on i-e[)ortcd

in each area and tested for differences between the medians using a Kolmo{',oi-ov-Sini i-nov

test (Blalock 1972).' This interarea comparison allowed us to determine whether visitor
attitudes were significantly different in two areas. Tahle S ]iresents the results.

Tliere is a statistically significant difference lietween the median values reporteil
for bacixpacker contacts and encounters with large parties (defincti as 12 or more ]U'rsons)
In the Desolation Wilderness, median satisfaction levels are consistently higlier at
increasing levels of contact than in the Spanish Peaks. In the Spanish Peaks, liowever,
large parties appear more acceptable than in the [icsolation Wilderness. Parties of a

dozen or more people were about twice as common in the Spanish Peaks.

Table S.--A comparison of Desolation Wilderness and Spanish Peaks encounter tolerance
levels

Type of
encounter

Number of n ?solation
encounters IV ilderness

98

1 95

.3 90

6 70

9 50

15 19

1 90

3 60

6 21

9 1

15

1 70

3 19

6

9

15

100

1 89

2 61

3 30

5 1

Median level of satisfaction
Spanish
Peaks

bevel of

signi f icance

Backpacker

-lorseback

arge parties
'<12 persons)

ampmg near
ther parties

99

90

70

25

10

90

50

10

80

49

10

100

80

19

11

0.001

NS

.001

NS

Because of the highly skewed distribution of responses, the median values were
Silected as being more representative of central tendency than the mean (Blalock 1972).
AKolmogorov-Smirnov test was adapted to compare the cumulative frci|uency distributions
o median satisfactions at different contact levels in the two areas. P.ecause tlie

emulative distributions are based on median values rather than case observations, tlie

afual sample sizes were used in computing the clii-scjuare values rather tlian ttie sum
o| the distributions.
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Horseback parties and encounters at campsites seem to evoke similar responses in

the two areas. Although the level of satisfaction declines more rapidly in the Spanish
Peaks for both types of encounters, the difference in the overall distributions is not
statistically significant.

The similarity of attitude toward use of horses is especially interesting, given
j

the virtual absence of horses in the Desolation Wilderness.
j

Although no difference in satisfaction is reported for no contact while traveling
or while camped for the two areas, no contact at campsites is more desirable than no

contacts on the trail. This concurs with earlier findings (Stankey 1973) indicating
the importance of protecting campsite solitude and the possiblity that campsite capacity
might be the critical factor in prescribing visitor capacity.

Differences in reported satisfaction from the two areas diverge rapidly with sub-

sequent encounters. For example, with three trail encounters with backpackers, there
is a 20 percent difference between the two areas; with six trail encounters, the spread
rises to 45 percent.

f

\

In suiraiiary, table 5 reveals a high level of reported satisfaction with no contact
conditions on the trail and at the campsite, and a relatively steady decline in satis-

faction as contacts increase. However, Desolation Wilderness visitors exposed to sub- i

stantially higher use levels have become more tolerant of conditions. Whether or not

these norms will continue to demonstrate flexibility to accommodate greater use cannot
be determined from these data. The data do suggest, though, that exposure does breed
tolerance; thus reliance on some measure of satisfaction as an indicator of whether or

not conditions are becoming unacceptable may not be warranted.

PERCEPTIONS OF ACTUAL CONDITIONS

The previous two sections have dealt with how visitors defined and perceived
capacity in a hypothetical situation. We next consider how they perceived actual con-

ditions and if, and in what ways, these conditions affected the trip.

Judgments about what constitutes "appropriate" or "acceptable" are, of course,
dependent on the expectations that visitors hold. Expectations, in turn, are a function

of many factors, including past experience in wilderness. Most visitors in both areas

had previous wilderness experience: 77 percent in the Spanish Peaks and 88 percent in

the Desolation Wilderness. A similar percentage in both areas visited a wilderness at

least once a year.

Changes in Area Quality

We asked respondents who had previously visited the areas to indicate whether con-

ditions were improving, getting worse, or unchanged. Although the majority of respon-

dents in both areas felt that conditions were unchanged, visitors to the Desolation
Wilderness were nearly twice as likely to describe conditions as worse than before:
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"How does the quality of the are:i compare with the wa\- it was?"

Area Same Better Worse
------- Percent

r")csolation Wilderness 54 4

Spanisli Peaks 70 6

Chi-square = 15.87, 2 df, p -0.001

4.^

24

N

185

258

Specific complaints were the same in botli arcas--the increasing level of use and

the growing presence of litter. Accurate, long-term records arc not available for

either area; thus, it is difficult to assess accurately how visitor ]K"rceptions relate
to actual increases in use. Whether the perceived decline in quality is a function of

measurcable changes or of selective perception (remembering the good things ttiat once
were, forgetting the bad) is also not clear. Nevertheless, a substantial percentage
of the Desolation Wilderness visitors leported that conditions were worse than before.
In neither area do we find much support for the idea that conditions are improving.

The Relationship Between Use and Capacity

Returning to a consideration of all the sampled visitors, we ne.xt asked whether
the respective areas were overused. No effort was made to define capacity or to specify
whether social or ecological measurements (or both) should be used to define it.

Desolation visitors were more likelv to define the California area as overused.

"Is the Spanisli Peaks fDesolation) used beyond its capacity?"

Area No
In a few

places
- Percent

Desolation 52 54

Spanish Peaks 72 25

Chi-square = 17.82, 2 df, p -0.001

In most

Pl aces

15

3

N

281

485

Two-thirds of tlie Desolation Wilderness visitors thought the area overused. In

e Spanish Peaks, about 5 out of 4 felt the area was not used l^eyond capacit}-; most of

osc who thought it was overused thought tlie jirolilems x-icrc localized (at one jia i-t i cul ai^

ake) .

We next asked two questions of those who tliouglit tlie areas wore used beyond

ipacity--did excessive use bother them and did it influence theii' trip (their i-oute or

leir length of stay)?

As expected, those who felt the area was used beyond capacit}' also indicated the

/eruse bothered them, as shown in the following tabulation:
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'Did overuse bother you?'

Area No A little Some A lot NNo A little Some A lot

12 49 39

1 23 38 39

nesolation 12 49 39 187

Spanish Peaks 1 23 38 39 132

Chi-square = 8.55, 5 df, p <0.05

Although visitors to both areas were bothered by overuse, Desolation Wilderness
visitors responded more strongly to it. Perhaps a more significant measure of response
is found in the data describing the behavioral reaction to overuse:

"Did overuse cause you to change the length of trip,

route of trip, or both?"

Area No Length Route Both N--------- Percent ---------

Desolation 56 6 24 14 187

Spanish Peaks 75 3 9 13 132

Chi-square = 15.31, 3 df, p <0.01

Whereas 5 out of 4 Spanish Peaks visitors did not find overuse sufficiently dis-
tressing to alter their trip, nearly half of the Desolation Wilderness visitors did.

One out of four altered the route (easy to do in the open, gentle terrain) . Length-of-
stay and route-of-travel were altered by about the same percentage of visitors in both
areas

.

Thus, while previous responses from the two areas have been markedly similar,
actual conditions do produce different perceptions of changes in area quality, level

of crowding, and how crowding affects visitor behavior. The more heavily used
Desolation Wilderness is perceived as crowded more commonly than the Spanish Peaks and

visitors make more effort to avoid or offset these overcrowded conditions.

Tlie situation in the Desolation Wilderness might be called a "predisplacement"
condition. That is, the use conditions may be approaching the point at which one group,

originally attracted by relatively low use, increasingly discovers this condition more
difficult to find. At the same time, the nature of the existing opportunity is increas-

ingly attractive to a new clientele drawn by the greater opportunity for social inter-

action. Thus, the potential for a "turnover" in the kinds of people found in the area

must be recognized, one that could lead to a new series of attitudes and behavior,
which wilderness managers might find difficult to accommodate in wilderness.
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MANAGEMENT PREFERENCES

Tlic final sot oi" data concerns visitor jircl'i-rcnccs for i!iana>HMin-nt actions that

could hold use within carr\'ing capacity. Our interest centered on the acceptali i 1 i t \-

of management actions, ranging from no control to tigjit restrictions on specific Ixintis

of use.

A numlier of studies of wilderness users liave h 1 ghl iglited the spontaneit\- and free

dom of the experience as ]irimar\' elements that attract jieople (Outdoor IJecreation

Resources Review Commission 1962; llendec and otliers ]'.)(>S; Stankc\- l'.'7?;i. I'reeiioin from

increasing regulation may jn-ompt many peojile to visit wilderness. At tlie same tiiiie,

we have seen in botli areas a substantial expression of concern alunit increasing use.

In tlic Desolation Wilderness, 2 out of .'^ respondents told us the area was used "be_\'ond

capacity"; more than 1 out of 4 felt the same about tjie Sjianish I'ealxs. Thus, many
visitors seeking freedom and spontaneity discover tliat the unregulated traffic is

destroying the values souglit

.

We set out to discover how visitors felt about allowing use to continue unabatetl,

thus preserving maximum individual freedom. Tliree statements were posr-d as follows:

"It would be lietter to lx~- alilc to go to the wilderness when-

ever you want to, even if it was being used beyond capacity,
than to have an)^ kind of regulations on use."

Strongly Strongly
Area dis^igrec Disagree Neutral Agree agree N---------- Percent ----------

Desolation 46 37 9 4 4 2P>3

Spanish Peaks 50 44 8 13 S 499

Chi-square = 51.6(1, 4 df, p 0.001

\'isitors to botli areas substantially disagreed with tlie statement. Unrestricted
i entry, when capacity lias been exceeded, is clearly not accejitalil c . Dest)lation visitors
are more inclined to disagree with tlie statement than Sjianish IVaks users, wliich is not

surprising considering tlie lighter traffic in tlie latter area.

We then asked to what extent visitors agreed or disagreed with the following

statements

:

"Tlicrc should be restrictions on how many peo]')le can be

in a wilderness at an\' I'iven time."

Strongly Strong !>

Area disagree Disagree Neutral Agree agree N
---------- Percent ----------

Desolation 1 7 6 51 55 282

Spanish Peaks 9 16 20 45 12 492

Chi-sipiare - 101.00, 1 df, ]i
• 0.001
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"If a wilderness becomes overcrowded, restrictions on the
number of people allowed to visit it should be enforced."

Strongly Strongly
Area disagree Disagree Neutral Agree agree N---------- Percent ----------

Desolation 2 4 3 41 51 283

Spanish Peaks 5 7 12 46 30 498

Chi-square = 45.61, 4 df, p <n.001

About half of the Spanish Peaks visitors agreed with the first statement; in the
Desolation Wilderness, nearly 9 out of 10 agreed. However, in the second item, which at

first appears to merely restate the first, the differences in attitudes between the two

areas, while still statistically significant, are much less sharp. The difference is

linked to the fact that the first statement proposes use restrictions without consider-
ing carrying capacity. In the Spanish Peaks, where use levels are low and most visitors
(72 percent) feel the area's capacity has not been exceeded, use restriction does not
have overwhelming support (although more than half do agree with it). On the other hand,

nearly 90 percent of the Desolation Wilderness visitors agree with the statement, an

outcome that can probably be attributed to considering the item in the context of the
situation in the Desolation.

When we look at the data for the second item, we find a sharp increase in the per-
centage of Spanish Peaks users supporting use controls. By specifying that use restric
tions ought to be imposed only at such time the area becomes overcrowded, we have added
an important new condition with which most Spanish Peaks visitors can concur. Apparently,
Desolation Wilderness visitors distinguished very little between the two items, con-

sidering both in the context of the conditions in the area.

Specific Control Measures

Lime (1975) has described a continuum of management actions that range from subtle
(such as providing people with better information) to authoritarian (such as rationing).
In general, these actions can be grouped according to whether they directly influence
the behavior of the visitor or indirectly influence behavior by persuasion, etc. Gen-

erally, indirect measures seem preferable to direct measures (Stankey and Baden 1977)

and are favored by most wilderness users (Stankey 1973)

.

Visitors to the two areas were presented a list of possible management actions and

asked if use of a wilderness was heavy and controls on use were being considered, to

what extent they would favor or oppose each action. Table 6 presents the results in

terms of the percentage of respondents favoring each technique.

The pattern of response is not clear and simple. In the Desolation Wilderness a

majority of visitors favored a first-come, first-served permit system, a mail reserva-

tion system, a test of wilderness skills and knowledge, and blocking off access roads
back from the wilderness boundary. In the Spanish Peaks, only a reduction in the number

of trails and signs received as much as 50 percent support. Thus, there is greater
acceptance for visitor regulation in the Desolation Wilderness than in the Spanish Peaks,

as well as more acceptance of direct control.
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Tabic b . --Visitor support toward seioctod usa-aontrcjj measure's

Percentage favoring
I'esolatioii Ll'VcI ol

Pol i cy Spanisli Peaks' Wi Idcrncss-' s i gn i i"\ cance------ Percent -----

Require test of wilderness

skills and knowledge (asked
only in Desolation) -- 57

Reduce number of trails

and signs 50 45 (1. 1

Block access roads back
from wilderness boundary 45 53 .01

Issue permits on first-come,

first -served basis 41 57 .001

Issue permits through mail
reservation system 29 59 .00 1

Charge entrance fee 25 50 .02

Assign visitors to

campsites 23 17 .02

Issue permits on a

lottery basis 18 11 .05

^Sample size approximately 500.

"Sample size ajiproximately 280.

A mandatory permit system is in effect in all California wildernesses, and although

these permits were not used to regulate use in the Desolation Wilderness visitors are

accustomed to obtaining one. As can be seen in table d, there is substantial support

for having to obtain a permit either on a first-come, first- served or mail reservation

basi s--techniques currently used to distribute the mandatory permits.

The lottery is the least-favored system in both areas. It has less support tlian

either a fee or assigning visitors to specific campsites, measures that are freuuentl\-

cited as being particularly ina]ipropriate in wilderness fStankey and Baden 1977).

Some favor recjuiring visitors to demonstrate knowledge and skill as a prerequisite

to visiting wilderness (Hardin 1969). The idea is not new; Wagai" (1910) sugg.ested the

jdea of the "certified outdoorsman" back in the early forties. The idc\a is that In-

lireducing the level of impact of each individual user, more onerous conirol measures,

jsuch as permits or fees, can be avoided or at least postponed.

'! Data on this type of control were obtained only for the Desolation Wilderness.

jSupport was high, witli only about one-fourtli oiij-iosed to it. People have vei-\- little

lexpericnce with this type of method for allocating outdoor reci-eation. Tlie "lluntei-

'safety" program that requires a youth to pass a test of hunting knowledge and g,nn salet\-

is perhaps the closest thing. However, the response does suggest such a technicine

plight have promise for allocating entry to wilderness.



The overall pattern of response for the two areas is not strikingly dissimilar,
but different techniques receive more support in one area than in the other. In general,
there is less support for direct control in the Spanish Peaks (probably because
visitors do not see a need for such action yet); preferences for indirect measures are
mixed. Certain measures are clearly more preferable than others; the data strongly sug-

gest that some standardized national program for controlling visitor entry if ration-
ing becomes necessary would be inappropriate, at least from the visitors' viewpoint.

Party Size Restrictions

Limitations on party size are a common management action in many wildernesses.
Large parties have been cited as the cause of a disproportionate amount of resource
damage, as well as a major source of dissatisfaction for other users (Lime 1972;

Stankey 1973). Thus, restrictions on party size may be a relatively easy way to elimi-
nate several problems.

Support for a party size restriction differed between the two areas. As can be
seen below, just half of the Spanish Peaks visitors supported restricting party size;

in the Desolation Wilderness about 8 out of 10 did:

"Should there be a limit to the size of parties
visiting a wilderness?"

Area No
No

Yes
'ercent -

opinion N

81 6 279

51 11 512
Desolation 13

Spanish Peaks 38

Chi-square = 68.86, 2 df, p <0.001

Average party size in the two areas (4.8 in the Spanish Peaks, 3.4 in the Desola-
tion Wilderness) was well within the limits commonly imposed on party size in most
wildernesses (approximately 12-15). Nevertheless, there are sharp differences between
the two areas in terms of the acceptability of large groups.

Among those who answered "yes" to the need for party size limits, we asked for

estimates as to what those limits ought to be, both for visitors and for recreational
stock. Wliile there are sharp differences in the number of stock that ought to be
allowed, there is substantial consensus regarding the permitted number of people:

Maximum number of stock

Area 1-2 3-4 5-7 8-10 >11 N
- - - - - - - - - Percent - - - - - - - -

Desolation 57 20 21 15 6 1 265

Spanish Peaks 10 10 22 19 20 19 251

Chi-square = 376.6, 5 df, p <0.001
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Maxiinuni miinbcr of pcoj-jlc

Area

Desolation 9 33 38 20 218

Spanish Peaks 9 31 36 24 233

Chi-square = 2.34, 4 df, p <0.80

More than one-third of those visiting wilderness preferred no stock and three-
fourths preferred a restriction of no more than four animals. Overall about 10 percent
of the Spanish Peaks respondents supported a limit of four animals; liov\;evcr, about half
the hikers endorsed this limit as opjiosed to only 10 percent of tlie horsemen. Ciiven

the make-up of our samjile ]')0]")ulat ions in the two study areas fno stock users in the

Desolation, about 25 percent in tlic Spanisli Peaks), the support for stock restrictions
is not surprising.

Response to a party-size restriction is remarkably similar. Nearly 8 out of 10

respondents in both areas supported a limit of no more than 10 persons jier party.
However, these data were derived from those users who supported the general idea of

a party- size restriction (about 50 percent in the Spanish Peaks, 80 percent in the
Desolation Wilderness) and who were in small parties themselves. Nevertheless, among
those wlio do support such restrictions, there is little difference in the judgments as

to optimum party size.

SUMMARY AND CONCLUSIONS

One of the major purposes of this study was to obtain a better understanding of
how changing use conditions altered visitor preferences for social interaction and

management actions. Did increasing use bring an increased tolerance of, or even desire
for, contact with others? Were there significant differences betvvecn areas of differing

use levels with regard to visitors' perce]5tions of accc])tablc management control actions?

The most appropriate study design for answering such questions would be to follow
the behavior of specific individuals and groups over time fLaPage and Ragain 1971).

{

The study reported here looked at two areas at about the same time and considereil liow

different use levels affected the jierception of crowding. Our understanding of how

people adjust to and accommodate increasing use would have lieen deciun- with a we 1 1

-

designed long-term study.

Nevertheless, we believe the lack of data on effects of increasing use levels on

tolerances for liigh density, percejitions of ajijiroi^riate behavior, and jircferences foi'

alternative management actions makes this analysis worth wliilc. The Desolation
Wilderness possibly represents a future scenario for the Spanish Peaks Primitive Art'a.

In addition, of course, the data should provide some insight as to the efi'ccts of

increased use levels on visitor perception of crowding and other changes.
i

I In terms of socioeconomic characteristics antl exjier i ence , \'isitors to the Spanisli

Peaks and Desolation Wilderness revealed little difference, either among tliemselves or

comjxared with other wilderness users around the countr>'. lor example, the higji educa-

tional attainment of most visitors again reminds us that ]ierhaps one of oui- I'uist si;',ni-

jficant managemcTit tools is tlie abilit\' of most visitors to use i n i'oi-mar i on about what

or what not to do, where and when to go, how to behave, and so on.



Recreational uses in the two areas did show similarities, but there were also some
key differences. Perhaps the most significant were the virtual absence of stock use in

the Desolation Wilderness and the preponderance of day use in the Spanish Peaks.

IVlien we turn to the major objective of this study, two central conclusions emerge.

First, visitors to both areas share a highly similar image of wilderness; their notions
as to what a wilderness ought to be show little variation. (This is in keeping with
past studies.) ORRRC Study Report 3 (1962) noted there seemed to be a "generic" appeal
about wilderness that transcended individual area differences. In another study,

Stankey (1973) found a similar pattern across four areas of widely differing use inten-
sities, ty[3es of use, and physical characteristics. More recently, Echelburger and

Moeller (1977) reported a high level of similarity in terms of characteristics, expec-

tation, and satisfactions between visitors to the Cranberry Backcountry in West Virginia
and visitors to western wilderness.

Secondly, acceptable frequency of interparty contact differs in the two areas, with
visitors to the more intensively used area more tolerant. What are the implications of

this: does it suggest that crowding need not concern us? Will people simply adjust to

increasing densities with no appreciable loss in the quality of their experience?

A more appropriate interpretation of these data is to recognize that interparty
contact---"solitude"- -is only one dimension of the complex phenomenon we call the

"wilderness experience." IVhile it is probably an important element to many, and per-
haps the major value to at least some, it is coupled vi/ith many other values related to

esthetic experiences, exercise, challenge, socialization, and so forth. As opportuni-
ties for solitude decline, a variety of coping strategies probably will come into play.

Some of these strategies relate to increasing the odds of finding the desired level of
solitude, such as changing the route of travel (traveling cross-country) or by changing
the time of visitation (avoiding weekends). In the Desolation Wilderness such actions
were about twice as common as in the Spanish Peaks, a logical response considering that

visitors reported the Desolation Wilderness was used beyond its capacity nearly 2-1/2

times as commonly as did Spanish Peaks visitors.

Visitors may adopt other strategies. For example, they may simply resign them- |

selves to the situation and alter the relative importance they assign to solitude,
making some other dimension(s) more important. Simply put, visiting the wilderness
with more people than might be preferred is better than not going at all.

This may be true, however, only if access to wilderness is unrestricted. Some

visitors may prefer a management program that limits their visits, but that insures
lower density levels. Also, the presence of people in high-use conditions does not

necessarily mean these use levels are preferred or desired. As Driver and Bassett
(1977) have noted, "One can be recreating in a non-preferred area and be satisfied,
have a strong preference for an alternative area if conditions were such that the
alternative were a real choice."

but

We need also to recognize that use intensities will always vary among units of the
National Wilderness Preservation System. For example, if visitors-days-per-acre is used
as a crude index of use intensity, in 1975 use varied from 0.01 to 7.6 visitor days/acre
among National Forest wildernesses. That some areas are heavily used should not con-
stitute a precedent for allowing all others eventually to support similar use levels.

This probably would not happen anyway, given the diversity of physical characteristics,
proximity to population centers, and access. Nevertheless, reducing opportunities for

solitude would diminish an important part of the wilderness experience. Perhaps most
seriously, it would truncate tlie range of experiences sought by wilderness visitors.
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'I'lic data in tliis stud}' su]iport the need to maintain fkwiiiility and se-nsitivilv

in \isitor management. The need fer visitor inanageiiient is cleai-l\- reeosMiized In- i"est

visitors; ttie eriterion of aeecjitab i 1 i ty seems linked to the perceived need Tor the
specific ty]ie of action.

Managers should institute controls only after careful anal\'sis of prolilems. Manai'.e-

ment overreaction could result in a visitor baclslasli to programs tiiat might l>e net'ded

later on.

Tlie jirinciple of "minimum regimentation" should guide management actions. Judi-

ciously applying only tlic minimum level of regulation needed to accomjil i sli an ohiective
will almost certainly gain visitor support.

Visitors in our survey may be sulijcct to tlic concept of recreational "invasion .and

succession" (Clark and others 1971). As new clientele enter an area (with ilifferent

demands for facilities, access, level of social interaction, and so fortii), tlieir more
tolerant standards caii eventuall)' lead to conditions that cause tlie original clientele
to leave and be succeeded by the new grouji. Thus, it is possible that some of those
most sensitive to crowding have, in fact, been displaced in tlie Desolation Wilderness.
However, it seems more likely that most visitors have accommodated to changing use con-

ditions by changing their norms.

The similarity-dissimilarity in the findings of tliis study has at least two impor-
tant management implications. First, while individual wildernesses have obvious unicpie

qualities about them, it is important that managers recognize that the general exjieri-

ences sought by visitors probably vary little across space and, perhapis, time. Thus, it

docs not necessarily require a completely comjirehens i ve profile of visitor data to manage

wilderness

.

The data presented here do not justif}' standardization of wilderness management
procedures. Problems var\' in their relative importance, their stage of development, and
their most appropriate solution. IVhat is appropriate or what will work best varies not

only among areas, but within individual areas. For example, measures undertaken to

manage horse use would be obviously different in the Spanish Peaks than those in the

Desolation Wilderness. The data also suggest, however, that within the Spanish Peaks

a variety of liorse-use management actions would be appro]iri ate . 'ITnis , managem.ent

diversity is called for, not only on an interarea basis, but intra-arca as well. Such

an approach will require an improved program of public information to alert visitors to

these differences and, perliaps most im]iortant ly , to the reasons for them. r, iven tlie

interest, commitment, and education of most wilderjiess supporters, this task should not

be viewed as unreasonable or unattainable.

II
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APPENDIX:

THE EFFECTS OF ORDER ON THE STATISTICAL

RELIABILITY OF SATISFACTION ESTIMATES'

Respondents were asked to estimate the satisfaction they would receive from various
use levels. Because of the much greater use levels present in the Desolation Wilderness,
a slightly different set of categories were used. For example, contact with small back-
packing groups were presented in the following order in the two areas:

Desolation

Encounters with:

No other groups
One other group
Two other groups
Three other groups
Five other groups
Six other groups
Nine other groups
Fifteen other groups
Thirty other groups
Sixty other groups

omitted
3

omitted
4

5

6

7

8

Spanish Peaks

1

2

3

4

5

6

7

8

omitted
omitted

The differences in order raise the following question: Are responses (percentage
of satisfaction assigned to an item) affected by the item's location in the array? For
example, does the fact that "three other backpacking parties" was item 3 in the Desola-
tion Wilderness, but item 4 in the Spanish Peaks, affect the manner in which respondents
answered?

The problem stems from how a person would respond to an item array. Would he first

assign values at the ends, and then fill in the middle items? Would he proceed from

beginning to end? If reliability problems exist (i.e., that the measure is valid but
inaccurate) , then the structure of the array could influence how a person assigns values
in order to produce a "consistent" distribution. However, if no such reliability prob-
lems were present, then responses to each item should be independent of order.

To test whether differences between the Desolation and Spanish Peaks samples are

due to real differences in response to encounter levels or to item order, tests for dif-

ference between samples were used by comparing items (1) by their actual assigned value
in encounter levels and (2) by the order of presentation regardless of actual value.

To reject the possibility of effect of order, the following hypothesis was tested:

If order exerts "some" influence on the distribution of responses
(relative effect in comparison to value not determined) , then the

two sample distributions will not differ when items are matched by

order presented (regardless of item value)

.

^The author is indebted to Randel F. Wasliburne for collaboration in preparing this

appendix.
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This "h\-pothcsis" only suggests prescMicc of an effect by i lul i cat i iii', that scores do
not differ s i j^nif i cant ly from their "order-mates." Confirming it does uaX ilenv the

existence of a difference between samples due to actual response to item encounter value
nor do t!ic data allow comparing effects of value and order in ex;ila i n i ng. variation
between samjilcs. It seems approjir iat e onl\' to conclude that some cM'fect of ordei' does
exist

.

To test the hypotliesis , cumulative distributions of satisfaction values in each

t\']ie of encounter were comixared between samples for ( 1 1 actual value and (2) ordei'

value. The former was done to insure that this technique produces similarly sig.nifi-

cant results to tlie item-by-itcm t-tests and to compare to the order tests. For actual

value, only those items present in both samples were matched; all item.s riresented to

respondents were present in the order test (though item composition varied between
samples^. Campsite encounters are not included because the encounters were the sapie.

A modified Kolmogorov-Smirnov test of significance was used to compare each cumula-

ti\'e distribution, using the satisfaction values in the cumulative distribution and

the sample sizes for the N ' s .

' The test divides the cumulative value for each item by

the cumulative total (F or F ) and then subtracts each F from its counteriiart . The

largest of these is the greatest point of deviance of the two distributions (D). Sig-

nificance is computed by:

Chi -square = 4n'

N N
n s

N +N
n s

A chi-square table is then used to determine significance, using two degrees of freedom.

Results

A. BACKPACKERS

(1) By actual value :

Spanish Peaks Desolation Wilderness

Category
value

1

7)

6

9

15

X (sat.

score) Cum. F X Cum. F
F r^,

82 82 o.2sr^ 80 80 0.209 . 076

80 162 ..S63 82 162 .42 3 . 140

62 224 .777 80 242 .632 . 14 3 =

33 2S7 .892 64 306 . 799 093

20 277 .962 49 3SS .927 033

11 288 1 .00 28 383 1 .on --

12.87 significance = n.Ol

^The test usually uses the sum of the cumulative distribution as \'
, since these

usually represent cases or observations. Here it seems appropriate to use sample size,

since the distribution is based on scores rather than cases.
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(2) By order

:

Order
position

X'

Spanish Peaks

X Cum. F

82 82 .202

80 162 .4

73 235 .58

62 297 .733

44 341 .842

33 374 .923

20 394 .972

11 405 1 .00

1.12 not significant

B. HORSE PARTES

(1) By actual value:

X^ = 1.29 not significant

(2] By order:

Spanish Peaks

Order
position

1

2

3

4

S

6

7

X Cum. F

75 75 0.271

67 142 .513

53 195 .704

36 231 .834

25 256 .924

14 270 .975

7 277 1.00

Desolat ion
Wilderness

X Cum. F
F -F
^S D

80 80 .199 0.003
82 162 .403 -.003

80 242 .603 -.023

64 306 .763 -.03

49 355 .885 -.043=0
28 383 .955 -.032

13 396 .987 -.015
5 401 1 .00

Desolation
Sp;

X

mish

Cum.

Peaks

F

Wilderness
Category
value X Cum. F

F -F
^S ^D

1 75 75 0.431 75 75 .401 0.03

3 53 128 .736 54 129 .690 .046=0

6 25 153 .879 31 160 .856 .023

9 14 167 .960 18 178 .952 .008

15 7 174 1.00 9 187 1 .00 --

De solation
Wilderness

X Cum. F

75 75 0.387
54 129 .668

31 160 .829

18 178 .922

9 187 .967

4 191 .990

2 193 1.00

f^S-^D

0.116
155=D
125

,043

,015

14.6 significance = 0.001
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C. LARGE PARTIES

( 1 ) Bv actual value:

Spanish Pc.iks

Category
value X Cum. F

1 64 64 n.s2n

3 33 97 .789

6 14 111 .902

9 8 119 .967

15 4 123 1 .nn

11 esolat ion

W ildcrness

X Cum. F 's-'-„

67 67 . 399 0. 121=1)

46 113 .673 .116

28 141 .839 .063

18 159 .946 .021

9 168 1 .00

,2 _

(2) By order

s ignif i cance o.o:

Desolat ion

Spanish Peaks Wi Iderncss

Order
positi on X Cum. F X Cum. F ^s-^n

1 64 64 0.342 67 67 0.385 -0.043
2 44 108 .576 46 113 .649 - .073:=n

3 33 141 .754 28 141 .810 - .056

4 20 161 .861 18 159 .914 -.053

5 14 175 .936 9 168 .966 - .03

6 8 183 .979 4 172 .989 -.01

7 4 187 1 .00
->

174 1.00

4 not significant

Conclusions

The hypothesis that order exerts "some" effect is sustained for backpacker and

large party encounters, because the distributions matched on order were not different
(though the actual value distributions did differ significantly). However, for liorse

jparty encounters, the order distributions were significantly different, although the
actual value distributions were not.

The graphs ffig. 51 of backpacker encounters for both item order and item value
provide some insights. The slopes of the lines for the order graph are generally uuite
similar (except between positions 5 and 6 where they cross), even though the intervals

of values are cjuite different (e.g., at positions 5-6, value changes of 3 versus 15

3ccur)

.

'1

I Thus, tlie possible effects of order cannot lie dismissed but neither are its

2ffects clear and obvious. The potential for confusion, liowever, could be eliminated
in the future by the use of identical categories and by their random ordering.

33



R^ 100 r

oo

80

60 -

<

)

<r 40
i_i_

on

1—
<:
on
Ll_O 20
LlJO<
1—

L̂Uo
rr
LjJ
Q_
Ll_lo<
cc

1 "\_\ Desolation Wilderness

2X\6

I I I

BacKpacker Encounters

^Desolation Wi

\ \
\

Spanish PeaksX

V'Value

J \ L_

\
J \ 11234567801369 15

ITEM ORDER POSITION ENCOUNTERS

Figure 5. --Changes in satisfaction with backpacker encounters by item order and value.

ii U.S. GOVERNMENT PRINTING OFFICE: 1979-0-677 . 1 2l/lOS

34



Staiikey, George H.

1979. A comparison of carrying capacity perceptions among
vistors to two wildernesses. USDA for. Serv. Res. Pap.

INT-242, 34 p. Intermt. For. and Range Exp. Stn., Ogden,
Utah 84401.

Reports on a study of visitor perceptions of carrying ca-

pacity in a lightly used and a heavily used wilderness. Al-

though vistors to both areas had common images of wilderness
in a general sense, those in the heavily used area were more
tolerant of higher use. They were also more likely to define
the area as overused and were more willing to accept use

controls

.

KEYWORDS: wilderness management, perception, carrying capacity.

Stankey, George H.

1979. A comparison of carrying capacity perceptions among
vistors to two wildernesses. USDA for. Serv. Res. Pap.

INT-242, 34 p. Intermt. For. and Range Exp. Stn., Ogden,

Utah 84401.

Reports on a study of visitor perceptions of carrying ca-

pacity in a lightly used and a heavily used wilderness. Al-

though vistors to both areas had common images of wilderness
in a general sense, those in the heavily used area were more
tolerant of higher use. They were also more likely to define
the area as overused and were more willing to accept use
controls

.

KEYWORDS: wilderness management, perception, carrying capacity.







The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 273 million acres, or 85 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with Montana

State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the Univer-

sity of Idaho)

Provo, Utah (in cooperation with Brigham Young

University)

Reno, Nevada (in cooperation with the University

of Nevada)
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RESEARCH SUMMARY

This paper presents a theoretical model for the process by wliich is

generated the gaseous fuel that burns in the free flame at the edqe of a

spreading wildland fire in fine fuels. The model is based ujjom a heat

and mass balance for a hypothetical unit mass of solid fuel. As the fuel

is heated, it is first desiccated, then pyroloyzed to release a fraction
of its weight as combustible (and noncombustible) volatiles, with the re-

mainder converted to char. The heat required to effect tliis process is

supplied by partial combustion of either (1) the volatiles released or

(2) equal fractions of volatile fuel and char, leading to two sets of
equations. The equations predict the heat of combustion, the stoichio-
metric air/fuel mass ratio, the mass-averaged temperature, and the mass
fraction of unburned fuel in the gas mixture, assuming that the partial
combustion occurs at the rich limit (final temperature = 1100°C) . Also
given are equations for the fuel gas mass produced per unit mass lost by

the fuelbed within the gas-generating zone.

Energy loss from the system is calculated as a fractional loss of

radiant energy from the fuelbed. The radiant energy is assumed to be

emitted from a tilted plane that represents the surface of contact be-

tween burning and unignited fuel. The fractional energy loss depends
upon a single parameter of the fuelbed that is proportional to the fuel

weight loading multiplied by the surface/volume ratio of the fuel part-
icles. This functional dependence offers the possibility that a limit-
ing value of fuel moisture content can be related to the geometrical
properties of the fuelbed.

Several empirical relationships and ai:;proximations are introduced
to simplify the equations and to reduce data requirements in using the

model. It is argued that the speculative and approximate nature of the

conceptual model do not warrant greater precision, so the simplifications,
in themselves, do not weaken the theory.

Dependence of the fuel gas properties upon the fraction of fuel

converted to char offers the possibility of calculating the synergistic
interaction of fuel moisture content and the fire retardant effect of

increasing the char fraction formed.

The interplay of intrinsic fuel pjroperties, loading, particle size,

and moisture content may permit testing of the theory by comparison
with results from laboratory burns near the extinction limit of mois-
ture content.
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INTRODUCTION

Fires spreading through wildlaiui i'liels can var> great 1>' m heha\'ioi', iroKi

smoldering in eoiiipaet surface fuels to racing through shi'uh or tree ci'owns. The
size and shape of tlie flames from such fires can be useful in describing the
character of the fire. Fkunes are often photographed for researcli ])urposes , Imtli

in open burning (^Adkins and Clements ll:)7(i; Anderson and others I'Jdo; Brown l'J7J)

and m laboratory fires (Rotiienael and Anderson I'Joo; Thomas I'Jo.S). delating
flaj.ie structure to fuel properties and burning conditions has been tlie oiiject of
man}' research undertakings (Byriuii l'J59; Thomas 19b5; Steward l!:)b4; Morton I'JbS;

Nielsen and Tao 19b5; U'oiil and others 1949, Putnam and Sj)eicii 19b5; Putnam 19b5;

Rothermel and Ainderson 1900), because f 1 ajiie size is i!n|iortant in pi-edicting or
describing fire behavior and effects (Van Uagner 19b7; Ajuierson 19()9; Albnii 1970).

Tlie severity of a surface fire in terms of its resistance to control can iie ke>'ed

to flcuiie lengtii (National Interagency Fire 'i'raining Center 1978), and flame height can

be related to tiie lieigiit of lethal scorclung of tree foliage (Van Wagner 1973). Fl;uiie

heignt has also been related to the likeliliood of crowning (Van uagner 1977j , and

flame iieight , along with flame gas densit}' and velocit)', are needed to estimate the

firebrand lofting capability of flames (Clements 1977; 'iarifa and others 19(.)5; Alliini

1979J. So the structure of the fkuiie from a surface fire in wildland fuel provides

much information about the fire in terms of its behavior aiid its possible effects.

Thus a flame structure model may be used to predict beliavior or effects of wildland
fires, to interpret photographic data on wildland fires, and to analx'ze lal)orator\' data

Objectives

The flame from a spreading fire in wildland fuels can be classified techni-
call)' as a free, turbulent, diffusion flame. The structure of such flajnes depends
upon the properties of the gaseous fuel being burned, the size and shape of tlie

gas-emitting area, the rate of flow of the gaseous fuel, and the flow field of
the air into whicli the gaseous fuel is introduced. Most studies of the structure
of flames begin with a series of assumptions, constraints, or measurements designed
to specify the needed infornation in these four areas (Thomas and others 19C)1;

Thomas 19b5; Anderson and Rotiiermel 1965; Rothermel and Anderson 1900; Steward 19()4

Pons and others 19faU, 1962; Putnam 1905; Albini 1979; Becker and kiang 1978).

Tlie principal use seen for the model presented here will be in anal>'zing and
finterpret ing laboratory data. Direct measurements on flames, other than \isual
|pr photographic, are very difficult to obtain and often are subject to significant
'error or variation. Highly sophisticated diagnostic techniques now exist (Chigier
and Strokin 1974; Lederman 1977) but are usually not apjilicable to spreading fires,

[especially if they are wind driven. More often, the experimenter is forced to

^record fuel weight as a function of time and re 1 > on photograph)' to capture flame

structure information (Thomas 1965; Rothermel and /Anderson l!.'66; liarmatli)' 19'"8A).

'.iien gaseous fuel is metered to a burner, there is no difficult)' in describing
thermocheini cal properties of the fuel since they are undei- the control ol' the ex-

perimenter. But in a spreading fire, processes at work within the f 1 amo-p roduc i ng
tegion at the edge of the fire determine the thermocheini ca 1 pixiperties oi' the gases



that feed the free flame. In order to interpret or analyze experimental data,
then, it is necessary to infer these properties from prefire measurements of
solid fuel parameters and the weight loss history recorded during the fire.

For example, consider a line fire propagating in surface fuels. Tlie sketch
shown in figure 1 illustrates how one might idealize the flow of gaseous fuel as

issuing from a slot of width equal to the depth of the burning zone. The weighing
platform indicated in the figure could provide a measurement of the rate of weight
loss of the solid fuel. If one could calculate from the weight data the rate of
emission and the properties of the gaseous fuel as it passed through the conceptual
orifice, one would have available all the elements necessary to satisfy the data
needs of a model for flame structure (assuming the wind field to be known)

.

CONCEPTUAL ORIFICE

FOR FUEL GAS THAT

BURNS IN FREE FLAME

WEIGHING PLATFORM

Figure 1 . --Schemati c diagram of a spreading fire, showing a fuelbed weight loss

measuring scheme and the conceptual orifice for the flow of gaseous fuel that

bums to form the free flame.

Scope

Tlie purpose of this paper is to present a means of calculating the thermochemi-

cal jiroperties of the fuel gases generated in the burning of fine forest fuels,
using fundamental data that can be derived by laboratory procedures. These funda-
mental data are characteristics of the fuel material and can be catalogueu for
reference

.



Attention is restricted here to fine fuels ,irr;ini;ec.l in a iin i t'orm , lioimn'.i'neeus

la>'er. The effect of fuel moisture content is included exp 1 i c i t 1 > ; the inl'luenct'S

of fuelbed depth, compactness, and fuel pai-ticle si;:e are exploix'il pa I'aiiic't I'l ca 1 1
\-

.

An effect of flame retardant salt additJ\e is illustratetl tlirouj'h the artifice of
changin;4 the fraction of the whole drv fuel converted ti.) i.liar tlurinj; p\' I'u 1\---.

i s

.

The model developed here Is basei.1 on a hii;iil\' simplifii'd idealization of t hi.'

processes taking place in the vicinit\- of the leading: ed.s^e of a sprL-adin;'. fiio.

Tlie idealized process is desci'ibed verbal l_v in the fu 1 loiv int; SL'ction, with thr

detailed matliemat ica 1 formulations sjielled out m the apjiendixes. l:iiipirical iv

lationshijJS and simplifying assumptions are discussed m tiie tli i rd section, ami

results are giien in the fourth. The final section summarizes observations on

the scnsi ti\'it les of tiie model and pi'oposes ajipl i cat i ons .

THE PROCESS OF COMBUSTIBLE-GAS GENERATION

Tiie process b}' wliich combustible gas is generated near the front of a spreaLJ-

ing fire can be described in terms of the histor\- of a fuel particle as it passes
through the zone under consideration. It is not possible to delimit this zone in

specific geometrical terms, since the process described is onl>' an abstraction and

not an exact picture of all that transpires in a real fire. But b>- tracing the

"experience" of a hypothetical particle of fuel we can reconstruct a 'physical pro-
cess that approximates a real fire and so develop a model for it.

As the flame front approaches the fuel particle, the particle is heated and

its temperature begins to rise. The heat is transported predominantly in tlie form
of radiation (Thomas 1967; Anderson 1969; Telism 1974; Pons 194(); liiiuiions 1965;
ii'ittel and others 1965; Thomas and Law 1965; lVilli;mis 1977J . Tlie temperature of
tlio fuel particle rises slowly at first, but increases very rapidl>- as the leading
edge of the fire approaches to within 10 cin or less ( Rothcrmel and /'Vndei'son 19()6;

ITandsen 1975J. For sufficient I)' fine particles, tiie t cmjierat ure on tlie inside
of tiic particle will be very nearly ei|ual to the temperature on its outer surface
.and the j^article can be called "thermall\- thin" fclebhart 1961; Frandsen 1975J.
I'ln this paper attention will lie restricted to fucll)eds composed onl}' of such
':therniai 1\- thin particles. Typical wildland fuels that satisfy this condition are

'grass and the foliage of shrubs and trees. In wildland vegetation associations
jjthat contain larger fuel particles, fire spread still tends to be dominated b>'

the fine, thermall\' thm, components (Rothermel 1972j .

I

; IVhen the temperature of the h>'iK5thet i cal jiarticle reaches about IDO"!', tlie

jnoisture held b)' the particle vvill begin rajiidl}' to boil awa\'. The ;uiiount o\'

bnergy that must be absorbed by the jiarticle during this jihasc of heating ma)- be

'luite large because of the high latent heat of vajiori zat ion of water. The desiccated
^article continues to absorb heat and its temperature continues to risc' as it aji-

jroaches the edge of the flaming zone.

I As the temperature of the jvirticle reaches about 200°(;, some material bc'gins

CO exude from the particle as gas [Shafizadeh and others 1977). The gas consists
jartl}' of volatilized constituent waxes, oils, resins, etc., and parti}' oi' the

products of dccomposit ion--p\'rolysi s- -o f the particle fibre. Th'. I'ate of mass
[oss increases with increasing temperature until a maximiuii is achieved (in some

;ases , two maxima are exhibited], usuall)' between 500° and lOO^f (Muhlenkamji .nu\

thers 1977J . Cas production continues at a decreasing rate until particle



temperature reaches 450-500°C, at which point the only thing remaining of the origina!
particle is a solid carbonaceous char. The energy necessary to heat a unit mass of
dry solid fuel to 500°C has been measured in the laboratory for a wide variety of
forest fuel types (Muhlenkamp and others 1977).

In a wildland fire situation, between the temperature at which the particle
begins to exude gases and the temperature at which it is reduced totally to char,
it will have become immersed in flame. The attachment of a flame to a solid par-
ticle occurs when the rate of combustible gas generation by the particle is suffi-
cient to maintain a flame. This usually happens at a temperature between 500°C
and 380°C (Pons 1950; Martin 1964; Simms 1960, 1961, 1965J . Recent findings
(Mutch 1964; Stockstad 1975, 1976) indicate that the temperature for flame attach-
ment, or piloted ignition, is approximately 325°C.

So at or about 325°C the hypothetical particle will have entered the zone of

flaming combustion at the edge of the fire. And when it has reached about 500°C
it will have contributed all its combustible volatilizable material to the flow
of gas that bums as a free flame above the fuelbed. (Some of the char formed in

this process may also have been burned by the time the particle consists solely of
char--more on this possibility follows.) The intent of the effort here is to de-
vise a means of calculating the bulk properties of this fuel gas, contributed by
all the fuel particles in the vicinity of the edge of the fire as they undergo the
process just described. The flames that are attached to the individual fuel par-
ticles most often cannot consume all of the combustible gas liberated by the
heating of the particle because the rate of release is higher than the local rate
of oxygen supply.-^ So some unburned combustible gas mixes with the products of
the partial combustion occurring within the fuelbed--and the water vapor driven
from the unignited part icles--and issues from the fuelbed to bum in a free flame.

The heat of combustion available from this mixture, its temperature, and its

stoichiometric mass ratio for combustion in air are the properties sought. To de-

rive these quantities it is necessary to write down the heat and mass balances
implicit in the process just described. These relationships will then provide a

mathematical model allowing the prediction of the desired values from intrinsic
properties of the fuel material and an estimate of the efficiency of the radiant
heat transfer to the fuel ahead of the fire.

Structure of the Fuel Gas-Generating Zone

The volume of space in which the processes described take place can be de-

fined in terms of an idealization of the processes. Rothermel and Anderson (1966)

discuss these processes and their localization with respect to the edge of a fire.

Berlad and others (1971) described fire spread in fine fuel arrays in terms of a

-^The rate of oxygen supply to this gas-producing zone is a rate- limiting fac-

tor implicit in the model developed here. The model presented here is independent
of the rate at which the processes occur, but any of a host of factors impose rate
limits. Later in the development of the model it is assumed that the combustion oc-

curring in the fuelbed below the free flame takes place at the fuel rich limit, so
is limited in rate by the availability of air. Gas sampling during large scale com-

partment fires indicates that this process is at play in stationary fire situations
not unlike what is pictured here (Harmathy 1978B) .



wave of fuel volatilization and combustion propagating along and into the fno Ibrd

.

Rothermel (1972J idealized the processes and introduced tiie concept of a "I'eactiun

zone" at the edge of a spreading fii-c. Rotheriiie 1
' s reaction zone is in rough coin-

cidence with the pliN'sical volume envisioned here.

iiie forward boundary of the volume in (.(uestion is taken to be tiie surface
within the unignited fuelbed along whicli the temperature of tiie fuel particles
begins to rise "significantly." Tliis surface is presiuned to lie paj-allel to the
surface on which ignition or flame attachment occurs, a sliort distance awa>' fi-om

it. Tills latter surface can l)c inclined at a large tingle from the vei'tical for
rapidly spreading fires but will be nearly vertical for fires spreading very
slowly (Thomas 1967; Frandsen 1971; Rothermel 1971).

The lower boundary of the zone of gas generation will be considered to be the
bottom of the fuelbed. For open fuel arrangements, such as grass or shrubs, this
surface would be the ground or the top of the litter lying on the ground. For
compact fuelbeds, such as forest litter, the lower boundary can be iiuich moi'e diffi-
cult to define, since in many cases only the loose upper portion of tiie la\'cr will

be involved in the flame gas production associated with the spreading fire. In

this case it is necessary to define the lower boiuidary as the imaginary surface
that separates the fuel into two ])ortions. The upper portion is ignited during
the time the flame-production zone (or Rothermel 's reaction zonej passes over a

point. The lower portion is the fuel that is ignited only after the passage of
the zone, if at all. The only difficulty caused in the mathematical description
of the process by this definition is in the lack of a clearl)- specified fuellied

deptii. This problem is not severe in terms of the uncertainty it causes in the

quantities calculated.

Tlie upper surface of the gas fuel generation zone is simi)l\- the top of tlie

fuelbed. Tliis surface forms the imaginary orifice through which the fuel flows

into the free flame.

The rearward surface of the zone, however, must be defined in terms not speci-
fiable before the fact. i'he rearward edge of the zone from which combustible gas
issues must be coincident with the surface upon which the fuel particles reach
500°C and so have been reduced to char. But since the fuel jiarticles may not all

be exactly the same size nor experience exactly the same history on passing through
the flame-producing zone, this surface may exist at a variety of places at the same
time. Mathematically one would say that the region is not simply connected. Physi-
cally this means that it must be considered that some fuel jKirticles will have been
partially or totally consumed (even the cliarj by the time tliat most of them have
ceased to produce combustible gas. The release of heat from char combustion can

be an important component of the heat budget for the f lame- produc i ng zone and the
products of any char combustion must be included in the liulk fuel gas flow. Scj

the reanvard boundary of the zone can be taken to be the surface upon which "most"
-fuel particles have ceased to emit combustible gases, but ahead of which some fuel

particles may have been completely consumed. ihis surface, in other words, is a

mathematical artifice that may not have a geometrical counterpai't in reality. The

degree to which real situations conform to this conceptualization will be one o i'

the limiting factors on the validity of the model.

'iwo limiting cases can be considered in which the I'cai-ward boiuular)' is clearly

definable, if not easily located in space. In the first case, it i
^ jiostulated

that there exists a rearward surface forward of which all fuel jiarticles are emitting
gas and none have \'et been reduced to char but l:iehind which all particles are pure

char and none emit combustible gas. In the second case it is jiostulated that the

rearward surface is also a boundary behind which all the fuel particles are reduced
to char at 500° C, but in this case a fraction of the fuel ahead of the suri'ace



!

will have been completely consumed and the remainder will not as yet have been re-
duced to char. Tlie fraction in question is determined by equating the heat required
to accomplish the volatilization to the heat released by the burning of the whole
fuel, as is described below.

Mass Balance

If the volume of space described above is considered to be fixed to a steadily
advancing flajne front, the mass flow of the idealized processes described above can

be represented schematically by the sketch shown in figure 2. In this figure solid
fuel, with its associated moisture, enters the process volume along with air.

Enough air must be present to accomplish the combustion needed to satisfy the heat
balances detailed below or the process will not be in steady state. The process is

self-adjusting if a wind acts on the fire. A wind-driven fire will spread faster
as the windspeed increases, thus raising the mass flow rate of fuel into the volume.
In a backing fire, the process volume shrinks in response to increasing windspeed,
and some char may be burned in the volume shown. So windspeed affects the mass
flow rates, but not the balance. Some air may pass through the process volume with-
out interacting with the fuel or entering into any combustion process. This air is

ignored in the mass balance and heat balance formulations. If the quantity of non-
interacting air becomes a large fraction of the air needed for combustion, its

neglect in the heat balance probably will lead to significant error, since it should
carry away some heat even if it does not react in the process zone.

MIXTURE OF WATER VAPOR,

COMBUSTION PRODUCTS, AND

COMBUSTIBLE GAS

SOLID

FUEL-

AIR

1

CHAR

Figure 2 . --Schematic mass flow diagram of the process to be analyzed,



Out of this volume flows tlio hot combustible L;as th.it will fuel the [ rw f 1 .iiiir

and the char remnants of the solid fuel that may lati-i- burn !)) lilewini; combustion.
The combustible gas consists of the unburned jiy i"o 1 y::at e i'l'om the chai-retl solid fui' 1 ,

the products of all combustion that takes place in the process volume, and the ini-

tial moisture of the soliel fuel.

ilie fraction of the initial dr\- weight of solid fuel that is convei'ted to chai-

appears to be a characteristic of the type of fuel being burned and a wry weak
function, at most, of its rate of heating. Several investigators have established
this fact for temperature rise rates up to 100°C/min (see, e.g., beu I'J'^.SJ. Rt'cent

experiments by Susott (.data on file at Nl-FL, Dec. iy7SJ have shown that this rela-
tionship is maintained when predricd samples are suddenly immei'sed in a furnace at

500°C, establishing temperature rise rates of at least 5(IU0°t:/min. lliesc later
experiments more closely approximate conditions in a spreading fire (Rothermel and

Anderson 19bb; Rothermel 1972) than an\' previously done and so cleai'ly yield data
suitable for use in this model.

The mass of air that enters into reaction with either the volatile fuel or tiie

char can be related to the mass of volatile or char reacted by the chemical iialance

required of the reaction. The ratio of the mass of oxygen ('hence airj to the mass
of fuel burned is the stoichiometric mass ratio, a constant fixed liy the relative
abiuidance of hydrogen and carbon in the fuel component. The stoi cliiomet ric mass
ratio of the volatilized fuel is a property of the solid fuel from wh i cli it was pro-

duced,- and can be determined by experiment. Thus by using one or the othei- of the

two special -case definitions of the rearward boundary of the process zone described
above, the mass of air involved can be related to the mass of fuel consiuiicd, either
in the volatile phase only or en toto . The sum of the reacted fuel mass, the air
needed to burn it, and the moisture makes up a diluting flow of noncombust ili le gas
that is mixed with the combustible volatiles released. As the proportion of burned
gas diluent increases, the heat of combustion of the mixture declines, along with
its stoichiometric mass ratio. The proportions of these two components are deter-
mined by satisfying the heat balance described in the following section.

Heat Balance

B)' following a unit (dry) mass of fuel tlirough the process zone, we can calcu-

late the amount of heat that it must absorb in order to go from its initial state

to its final state. Tliis amount is simply the sum of the quantities of iieat needed

to:

1) Raise the temjierat ure of the (wet) fuel fi'om ambient to the boiling point

of water (100°CJ .

2) Boil away the water held by the fuel at 100°C.

5J Raise the temperature of the solid dr\- fuel from 100° to 300°c;, and in

the process reduce it to char and volatile components.

This sum represents a quantity of heat that must be supplied to tiie fuel as it

passes through the process volume. Tlie requirement of stead)' state conditions

ijdictates that this heat requirement be satisfied b\' the energy release from an

^This fact has been established experiment al 1 > liy R. A. Susott in an e\tensi\e

eries of tests using the oxygen coulometer at the Nortliern lorest 1-ire kaboi-at o ry

.

rhese data will be reported in forthcoming publications by Susott.



equal mass of fuel within or near the process volume. We posit, for this model,

that this energy is supplied by combustion within tlie process volume.

Additional heat is required, though, as we can determine from a closer inspec-

tion of the process outlined above. The sources of additional heat demand included

here are the following:

IJ Only part of the radiant energy emitted from the burning region into the

fuelbed ahead of the ignition surface is absorbed by fuel particles. That which

passes through the fuelbed into the air above or the solid surface below is lost

from the system. So the energy demand of a unit mass of fuel, as it goes from am-

bient temperature to ignition temperature (~325°C), must be increased to include

this leakage of energy. The other boundaries of the burning region are the same

as those of the process volume and are assuraed to be in radiation balance. So no

additional energy loss is attributed to those surfaces.

2) The hot gas issuing from the upper surface of the process volume will have

a mass-averaged temperature in excess of 500°C, which temperature represents a

rough lower limit for visible radiation from the gas. The energy needed to raise

the steajii, tlie volatilized solid fuel, and the reaction products to this average
temperature must be supplied by the partial combustion occurring within the process
volume. A means of establishing the mass-averaged temperature is spelled out in

appendix 1, based on a more detailed examination of the combustion occurring within
this zone.

With these additional heat demands included we liave a rather complete account-
ing of the debit side of the energy budget for a hypothetical unit mass of dry fuel.

In order for the process described to continue in a steady state, this budget must
be balanced by combustion of part of a unit mass of dry fuel.

Tlie greater is the total of energy requirements the greater will be the fraction
of fuel consumed to satisfy the needs of the process. As a result, less energy will
be available in the form of unburned volatile fuel to feed the free flame. (Another
way of looking at this is to realize that the combustion process must go farther
toward completion within the fuelbed, leaving less to be burned above the bed.) For
example, if tlie moisture content of the fuel is increased, more heat is needed to

boil the water and heat the steam associated with a unit mass of dry fuel. So a

greater fraction of the unit mass would have to be burned to provide this energy.
Of course, as more fuel is burned, more air must be used, so an additional demand
for heat is incurred to raise the products of combustion to the average temperature
of the effluent gas. This compounding effect amplifies the influence of an incre-
mental change in the basic heat requirement.

The effect of a change in fuel arrangement can also be inferred from the list
above. If the fuel is deep and compact so that little radiation can pass through
the bed and escape, the energy loss by escaped radiation will be small. But if the
fuelbed is open and shallow, more radiant energy will be required to heat the fuel

to ignition, since much would escape. An implication of this model then, is that
a deep, compact fuelbed should be able to support a free flame at greater fuel mois-
ture content than could a shallow, open bed of the same fuel particles.

A]i implicit assimiption evident here is that the fuelbed is not so compact as to
restrict the flow of air to the extent that flajiiing combustion cannot be maintained
in the process volume. Some compact forest litter mats may exhibit such an oxygen
starvation effect; these would then bum mainly by smoldering (unless aided by wind)
witii no free flame.



Tlie energy to be supplied by combustion in the process volume will be generated
by the burning of some of the volatilized fuel and perhaps some of the char. Two
cases are considered here: In the first case it is assumed that only volatile fuels

are burned to balance the heat budget. In the second case it is assumed that equal

fractions of char and volatile fuel are burned. The first case is thought to be

representative of rapidly spreading fires, in which the flame-producing zone passes
quickly over a fuel particle, leaving it nearly whole, with glowing combustion to

occur after the flame zone has passed. Some grass and shrub fires exhibit this

character. The second case is thought to be more representative of slowly spreading
fires, in which some fuel particles are totally consumed within the flame-producing
zone. Fires in conifer litter sometimes show this trait. Hopefully these two

special cases will serve to "bracket" the behavior of fires in many real situations.

SIMPLIFYING ASSUMPTIONS AND APPROXIMATIONS

A mathematical description of the processes described is readily produced in

symbolic form (see appendixes), but a large nujiiber of parajiieters must be specified
in order to calculate the desired quantities. To minimize this demand for data and
to simplify the computations, some empirical relationships and approximations are

introduced. Because the physical processes represented by the equations are them-
selves highly simplified approximations of reality, the use of approximate values
in them does not weaken the model. In other words, any inaccuracies caused by the
approximations should be overshadowed by the approximations that tlie equations them-
selves represent. As more experimental data are accumulated it may result that some
properties treated as fuel-specific in this model can be replaced by constants, so

further siiaplifications may be made. For the present, the following set of assump-
tions are used in the model and are introduced without discussion in tlie mathematical
development :

The specific heat capacities (at constant pressure) of air, gaseous fuel, and
combustion products are considered to be constant witli temperature and equal to each
other. This approximation is fairly accurate in the temperature range of interest
in this problem (Weast 1967)

.

The specific heat capacity of steam (from fuel moisture only--not combustion
products) is also taken to be constant and equal to twice the value for the other
gases. Tliis , too, is a fair approximation (Weast 1967).

The volatilized fuel gas emitted from the heated solid fuel is emitted at

different rates as the temperature of the solid increases, as described in the
previous section. For the purpose of estimating the additional heat required to
raise the gas to a common temperature, the rate-versus-temperature curve is approxi-
mated by two straight lines. The ascending line (rate increasing with increasing
temperature) rises from zero at 200°C to a maximum at 350°C, from the maximum a

descending line reaches zero again at 450°C. By this crude approximation, a modest
correction to tlie experimentally determined heat required to pyrolyze the solid
fuel (Muhlenkamp and others 1977) can be calculated.

The stoichiometric air/fuel mass ratio for the volatile fuel gas and for char
is assumed to be proportional to the heat of combustion (high heat value) of tlie

fuel. This empirical rule has long been known to be rather accurate (Thornton 1917)



and has recently been confirmed for a wide variety of fuels (Susott and others 1979)

.

The ratio of the heat of combustion to the stoichiometric air/fuel mass ratio was
found in the later work to be nearly constant at 3270 J/gm air. Tliis value is used
in the model presented here.

Conventional determination of the heat of combustion by bomb calorii.ietry pro-
vides what is called the high heat value of the fuel. For combustion processes in

wliich the latent heat of vaporization of the water in the combustion products is not

recovered, the heat of combustion must be reduced by this amount, to give what is

called the low heat value of the fuel. Tlie correction term is readily computed if

one knows the relative abundance of hydrogen in the fuel. Elemental analysis of a

variety of natural fuels (Susott and others 1975J has revealed that a hydrogen con-

tent of 6.5 percent of the ash-free whole fuel weight is quite representative, so

this figure is used to derive the correction term for heat of combustion. The vola-

tilized fuel contains about 7.2 percent hydrogen by weight (Susott and others 1975)

and this figure is used also. The corrections are modest, and the high heat value
is used only to obtain the stoichiometric mass ratio, so the model is not very sen-
sitive to tliese fractions in any case.

The heat of combustion of whole fuel can be expressed as the sum of the heats of
combustion of the volatile and char components. Since the heat of combustion of ash-

free char from rapidly heated samples of various forest fuels has been found to be
virtually constant at 51,200 J/gm (Susott and others 1975), the heat of combustion
of the volatile component can be calculated from this relationship if the fraction
of whole fuel converted to char is known, along with the ash fraction and the heat
of combustion of whole fuel. Tliese latter parameters are readily measured and tabu-
lated while the heat of combustion of the volatile material is difficult to obtain
experimentally. So even though no reduction in the nuJiiber of input variables is

achieved, the model is made easier to apply by using this relationship.

In formulating the heat balance described above, matter enters the process vol-
ume at ajTibient temperature and leaves it as char at 500°C or at a mass-average gas

temperature to be determined. The latter temperature is found through an inter-
mediate step. First, all the mass (solid fuel, volatiles, moisture, and air) is

presumed to be heated to 500°C. Then the fraction of fuel that bums in the process
volame is assumed to produce gaseous products with a final temperature of 1100°C.
Along with this fraction an equal fraction of the moisture (as steam) is assumed to

be heated to 1100°C, serving as a diluent of the reacting components. This two-
temperature mixture contains all the sensible heat of the effluent gas, so a mass-
averaged uniform temperature is readily calculated. The choice of 1100°C for the
final temperature of the combustion products is based upon the empirical rule that
both lean and rich limits of premixed flame propagation tend to occur at this final

temperature for a wide variety of fuels and diluents (Gaydon and Wolfliard 1960).

Tlie process of heat loss through radiation leakage was discussed above. This
component of tlie energy balance is calculated in terms of the energy required to

raise the temperature of a unit mass of fuel to the fl ame- attachment temperature
of 325°C from ambient. To make this calculation, the interface between burning and

unignited fuel is assumed to be a radiating plane panel tilted at a fixed angle to

the horizontal. The fraction of the energy emitted through this plane that escapes
the fuelbed is computed by treating the fuelbed as an absorbing layer with a con-

stant extinction coefficient. The extinction coefficient is proportional to the
product of the fuelbed packing ratio and the surface/volume ratio of the fuel par-
ticles (Anderson 1969; Thomas 1967; Rothermel 1971; Telisin 1974). The critical
assumptions here are that the shape of the interface surface is planar, the fuelbed
is homogeneous, and tliat the process volume radiation loss can be adequately charac-

terized by that from a radiating surface. The sensitivity of the results (fraction
of energy lost) to the tilt angle of tlie hypothetical plane surface indicates that

10



tilt' shape is not a critical factor in tlic loss jiroccss. Tlic lioiiiot^ciu' i t y rcquirod o i'

tiie fiielbcd implies a restriction on model appl i cabi 1 i t > . Tlie use o t" a ratliatini;

surface to characterize loss from a volume is strictlv' valid onl\- 11' ilio v'olunie is

ojnique to radiation over the spectrum containing a large fraction ^^\' tlio radiant

power. It is a good approximation for the sooty flames from natuiai i'lrcs if the

integrated soot concentration through the flame exceeds about 1 gm/iir (Beer U)?.!].

That IS, for a particulate concentration oi' 1 gm/m^, a flame 1 iii deep would \)v vli'-

tuall}- opaque. A fraction of a meter thickness would suffice to make natural fire

flames virtually ojiaque, if the flame contlnuall}' occujiled all the volume consid^'red.

The plienomenon of interinittency (temporal')' local extinction, sometimes called "flicker
ing" or "'pulsating") lowers the time-averaged emissivit}' of the flame volume, weaken-
ing this approximation.

More serious sources of inaccuracy no doubt lie in neglecting radiation from

the free flame to the unignited fuel (Anderson 1969) as an additional iieat soui'ce

and in neglecting radiation losses through other boundaries of the jirocess volume.

Tlie first source of error is more important for rapidly spreading fires with large
flames while the second source no doubt becomes important for fires neai'ing the con-

dition of extinction. So, if there were no other uncertainties, the model should be

expected to }ircdict a heat of combustion of gaseous fuel that is too low for low fuel

moisture and too high for high fuel moisture.

EXAMPLES OF MODEL RESULTS AND DISCUSSION

Using tlie equations assembled at the end of appendix 1 and the data displa\-ed

in table 1, some ntmierical examples were calculated. A computer program facilitated
the effort, so both fuel moisture content and radiation loss fraction were varied
-larametrical ly . In addition, the char fraction formed by excelsior^ was varied
jarainetrical 1)' up to 0.60, to illustrate the influence of typical flame retardants
Dn the combustible gas properties (Ivilliaiiis 1974; tleorge and Blakel>- 1972). Uesults

I'are given graphically in this section.

i'herc is a uniform and consistent difference in the results between the two

lethods of comjHitation described. When the heat budget is balanced using combustion

()£ whole fuel fas opposed to volatile com-ponent onl>y) the predicted properties of

he combustible \'olatiles are those of a slightly more energetic fuel. The mass

raction of unburned fuel in the gas mixture is slightly higher, so the heat of

;j:ombustion and the stoichiometric air/fuel mass ratio are highei'. Also the mass-

averaged temperature is slightly lower as is the ratio of gas produced to fuel load

lost. Figures 3-7 illustrate these differences for the five fuel t}-pes considered,
jith plots of gaseous fuel properties versus solid fuel moisture content for a

lominal value of radiation leakage fraction of 0.-3 (see apjiendix 11).

^Excelsior is a commercial product available in bulk, widel\- used for jiacking

!round fragile items for shipment and as a stuffing for upholstery. It is made b.v

having wood (typically aspen or jiojilar) into long, curled filaments of cross-sec-
ional dimension in the range of 0.5 mm.



Table l.--Fael properties data used for example calculations

Fuel material

Poplar excelsior

Ponderosa pine
dead needles

Cel lulose

Chajnise foliage
(green, f reeze-dned)

Man:anita foliage
(green, f reeze-dried)

NOTES

Heat of combustion
(low heat valuej

J/gm

18 ,2 54

21 548

15 992

20 680

20 ,415

Heat required to raise temp, from 25°C
To 525°C To 500°C

J/gm J/gm

(1)

441

b05

440

bOO

605

(2)

772

1 ,017

954

767

778

(3)

Ash Char
content formed
f ract ion fraction

0.0046 0.1528

.0 405 .2717

.00075 .0418

.0045 . 50 5(.

.0569

(4)

.5025

[5J

NOTES

(IJ Data on file at Northern Forest Fire Laboratory. High heat values corrected for assumed 6 . 5°o ii content;
ash-free basis; 2S°C ref. temp.

(2) Data taken from Mulilenkamp and others (1977); dry v\eight, ash included; l60°C/min heating rate.

(5] Data extrapolated from source (2J , same basis.

(4J Data on file at Northern Forest Fire Laboratory. Dried sample immersed suddenly in 500°C furnace, N-,

atmosphere. Ash formed by introducing air to hot sample, temperature raised to 600°C at 20°C/min;
ash weighed at 600°C; average of 5 samples.

(5J Data from source (4J ; char fraction determined at 50 s from time of immersion in furnace (stable weight
achieved)
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Figure 5. --Variation of gaseous
fuel properties with moisture
content of solid fuel. Curves

labeled "1" are based upon bal-

ancing the heat budget by com-

bustion of volatile fuel only;
"2" signifies burning of whole

fuel. Fuel in this figure is

poplar excelsior [see proper-
ties shown in table 1) . Radia-

tion leakage fraction assumed

to be 0.30. To find the heat

of combustion of the gaseous
fuel produced, multiply the

mass fraction values by 16,520

J/gm. The stoichiometric air/

fuel mass ratio is found by
multiplying the mass fraction

values by 5.47.
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igure 4 . -- Var i at i on of ;4ascous

fuel propLM"t i (."S uitli i:ioisturc

content ot" solid fuel. Curves
labeled "1" are based upon
balancing; tlie heat l)ud;4et b\'

comluistion of \olatile fuel

onl}'; "2" signifies burning
of whole fuel. Fuel in this

figure is dead ponderosa pine
needles (see properties shown
in table 1). Radiation leak-

age fraction assumed to be

U.5U. To find the heat of
combustion of the gaseous
fuel produced, multiply the
mass fraction \'alues by

18,490 J/gin. 'Die stoicliio-

metric air/ fuel mass ratio
is foimd by multiplying the
mass fraction values by
6.14.
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:igure 5 . --Variation of gaseous
fuel properties with moisture
content of solid fuel. Curves
labeled "1" are based ujion

balancing the heat budget by
combustion of volatile fuel
only, "2" signifies burning

' of whole fuel. Fuel in this
J figure is cellulose (see pro-

I

parties sliown in table IJ.

,j Radiation leakage fraction
'' assumed to be 0.30. To find
the heat of combustion of the
gaseous fuel produced, multi-
;ply the mass fraction values

I
by 15,540 J/gm. Tlie stoicliio-

Imetric air/fuel mass ratio is

j found by multiplying the mass
fraction values bv 5.17.

1100 r

2 1000

o

900

800

700

600

500

-zO. 4

0.5

0.2

3. Or

2.5 -

-2.0

0.3 -£ 1.5 -

-

0. 1
- 2 0. 5

o

<:

1

GAS PRODUCED
„^ -^

"2

MASS LOST j

v-<-^
"2

\ /^^ ^^"^^
\ ^^^ ^<-^
\\ y y' ^^ ^
V\ y-^^^ ^^^^

_ \\ /' y^ ^ ^
TEMPERATURE

/ A\ y^
/-x W'^

''..'Ax
X,^ \\

.v
y

-

/ \\.

~ MASS FRACTION

1 J \ 1 ^ 1 1 1

7

1

10 20 30 40 50 60 70 80 90

SOLID FUEL MOISTURE CONTENT, PERCENT DRY WT.



1100 r 0-6r

-t= 0.5
—

)

ZD

tn lUUU - 1

—

_]
UJO
LU <
ce O
ID

900 - 2
< -

Ct —

1

<

o
<:

UJ><

700

600

500

-z 0.4

0.3

-^0.2

-^ 0. 1

TEMPERATURE

10 20 30 40 50 60 70 80 90

SOLID FUEL MOISTURE CONTENT, PERCENT DRY WT.

Figure 6 . --Variation of gaseous
fuel properties with moisture
content of solid fuel. Curves
labeled "1" are based upon
balancing the heat budget by
combustion of volatile fuel
only; "2" signifies burning
of whole fuel. Fuel in this
figure is green chamise fol-
iage (see properties shown in

table IJ . Radiation leakage
fraction assumed to be 0.30.

To find the heat of combustion]
of the gaseous fuel produced,
multiply the mass fraction
values by 16,770 J/gm. The
stoichiometric air/fuel mass
ratio is found by multiplying
the mass fraction values by
5.61.
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Figure 7. --Variation of gaseous

fuel properties with moisture
content of solid fuel. Curves

labeled "1" are based upon

balancing the heat budget by

combustion of volatile fuel

only; "2" signifies burning
of whole fuel. Fuel in this

figure is green manzanita
foliage (see properties shown

in table 1). Radiation leak-

age fraction assumed to be

0.50. To find the heat of

combustion of the gaseous
fuel produced, multiply the

mass fraction values by

16,310 J/gm. Tlie stoichio-
metric air/ fuel mass ratio is

found by multiplying the mass

fraction values by 5.47.
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This series of figures also serves to i 1 1 us t i'at(.' tiie i ii f 1 ulmicl- o 1" iiujistui'c coii-

;eiit OH tiie properties of the gaseous fuel geiieratei-l h)' a spreaLliiig fii'e. ,\'ote that

the temperature [niass-avei-aged liasis) of tlie fuel gas iiicceascs as the moisture con-

rent rises. This seeming pai'adox can be readil\' umierstooLl if oiu; ieali::es tliat mo I'e

?nerg\' is demanded b\' tlie fuelbcd ti) I'elease the volatile f Lie 1 as tiie moisture in-

:reases. lience tlie eomlnistion 'process must go furtlier toward its ultimate completion

to satisfy tliis requirement, and less unlnirned fuel is availal)le to feed tlie free

Flame standing above tiie fuelbcd. I'iiat is, tlie top of tlie flame is getting closei-

ind closer to the top of the fuelbcd as the flai:ie shrinl\S. P.ecause we iiave modeled
1 process with no excess air, tlie more fuel coiisiuiied, the greater the temperature.
File decline of tlie stoichiometric air/fuel mass ratio with increasing fuel moisture
:ontent tells this story.

The effect of fuelbed geometr\', as reflected in the radiation leakage fraction,
Ls illustrated in the series of figures 8 througii 12. riicrc are two versiLUis of each
:igure; version A is based on volatile fuel combustion only and version 1^ is based on

«hole fuel combustion. The general appearance of these figures illustrates that radia-

:ion leakage plays much the same role, and has a similar influence, as fuel moisture
;ontent . Flie simi larit>' of the curves for such disparate fuels as those used here in-

iicates tnat the use of surrogate fuels in research activities may not introduce sub-

;tantial distortion when the results are interpreted to describe fire behavior in

fo re s t fue 1 s .

Figures 15-15 illustrate the dramatic influence that the char fraction has on

flaming combustion behavior of excelsior. Excelsior is often used to test fire re-

:ardant effectiveness (George and Blakel)' 1^72) so was cliosen to illustrate this

jffcct here. /'Vn\' of the other fuels would have exliibited approximately the same

behavior. Since the fraction of fuel mass converted to char appears to lie a function
)f the concentration of flame retardaiit (.Browne and i'ang 1902), the influence of re-

ardant chemicals in reducing flaming combustion ma}' be explainable by the process
lodeled here.

This series of figures shows that the greatest impact of an increase in the char
fraction formed is on the lieat of combustion of the fuel gas mixture. lliis occurs be-
jause the heat value of the nascent volatile fuel declines as well as does the mass
raction of unbunied fuel in the mixture. The indication is, then, that as the level
f retardant application increases, a rapid transition from flaming fire spread to
moldering should occur as a critical level of char fraction is achieved. If such a

iritical value exists, it would probabl)' lie a fiuiction of fuelbed geometry and mois-
ure content.

I

The effect of fuel moisture on volatile fuel properties for elevated char frac-

ions is shown in figures lb-18, which show unburned fuel mass fraction and gas pro-

uction per unit load loss versus moisture content. In these figures, as in 5-12, the

eat of combustion of the gas mixture is a constant multiple of the unburned fuel mass

raction. 'Die multiplier is 15,070 J/gm for figure lb, declining to 12,7bO for fig-

re 17 and to 9, 090 for figure 18. Assuming for illustrative purposes that a "criti-
al'' heat of combustion value is 5,U00 J/gm ( 5K.l/gmJ , this value would be achiex'ed at

moisture content of 50 or 47 percent [a mass fraction of 0.2 in either case, but

le moisture level depends upon wiiicli process is assumed) for a char fraction of 0.2

fig. lOJ . But if the char fraction were 0.5 (fig. 17), the mass fraction figure

V)uld have to be 5,000/12,700 or 0.255; this would be achieved at 18 or 55 percent
ael moisture. And if the cliar fraction were 0.4 (fig. ISJ, the required mass frac-
lion would be 0.51, which would occur at 2 or 15 percent fuel moi-ture. So there
;!ipears to be a synergistic effect in the combination of fuel moisture content and

lame retardant (i.e., char fraction formedj according to the model. ih i s phenomenon
lis been noted for natural fuels (Rothermel and Hardy 1905) but the data do not permit
ciantitative comparisons with results predicted here.
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Figure 8A. --Variation of gaseous
fuel properties with radiation
leakage fraction. Curves are

based upon balancing heat budget
by combustion of volatile pro-
ducts only. Fuel in this figure
is poplar excelsior (see proper-
ties shown in table 1) . To find
the heat of combustion of the

gaseous fuel produced, multiply
the mass fraction values by

16,320 J/gm. The stoichiometric
air/fuel mass ratio is found by
multiplying the mass fraction by

5.47.
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Figure 8B . --Variation of gaseous

fuel properties with radiation
leakage fraction. Curves are

based upon balancing heat bud

get by combustion of whole fuel.

Fuel in this figure is poplar
excelsior (see properties shown

in table 1). To find the heat

of combustion of the gaseous fuel

produced, multiply the mass frac-

tion values by 16,520 J/gm. The

stoichiometric air/fuel mass

ratio is found by multiplying
the mass fraction values by 5.47.
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Figure ^)A. --Variation of gaseous

fuel properties with radiation
leakage fraction. Curves arc

based upon balancing lieat bud-

get by combustion of volatile
products only. Fuel in this

figure is dead ponderosa pine
needles (see properties shown
in table IJ . To find the heat

of coml)ustion of tlie gaseous
fuel produced, multiply the

mass fraction values by 18,490

J/gm. i'he stoichiometric air/

fuel mass ratio is found by

multiplying the mass fraction
bv 6.14.
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(Figure 9B. --Variation of gaseous

;
fuel properties with radiation
leakage fraction. Curves are

I

based upon balancing heat bud-

i
get by combustion of whole fuel.

]

Fuel in this figure is dead
ponderosa pine needles (see

properties shown in table Ij

.

i
To find the heat of combustion
of the gaseous fuel produced,
multiply the mass fraction
values by 18,490 J/gm. The
stoichiometric air/ fuel mass
ratio is found by multiplying
the mass fraction values by 6.14,

0.7

0.6

0.5

0.4

0.3

o
zo

0.2

0.1

L 1,0

0.2 0.4 0.6 0.8

FRACTIONAL RADIATION LEAKAGE OF FUELBED

17



0.7

0.6

0.5

0.4

0.3

0.2

0.1

10 7o = FUEL MOISTURE

Figure lOA. - -Variation of gaseous
fuel properties with radiation
leakage fraction. Curves are

based upon balancing heat budget
by combustion of volatile pro-
ducts only. Fuel in this figure
is cellulose (see properties
shown in table 1) . To find the
heat of combustion of the gaseous
fuel produced, multiply the mass
fraction values by 15,340 J/gm.

The stoichiometric air/fuel mass
ratio is found by multiplying
the mass fraction by 5.17.
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Figure lOB. --Variation of gaseous
fuel properties with radiation
leakage fraction. Curves are f
based upon balancing heat bud-

get by combustion of whole fuel.

Fuel in this figure is cellulose
(see properties shown in table I).

To find the heat of combustion
of the gaseous fuel produced,
multiply the mass fraction val-

ues by 15,540 J/gm. The stoi-

chiometric air/fuel mass ratio
is found by multiplying the

mass fraction values by 5.17.



Figure 1 1 A. --Vari at ion of gaseous

fuel properties with radiation
leakage fraction. Curves are

based upon balancing lieat bud-

get by combustion of volatile
products only. l-uel in tliis

figure is green chamise foliage
(see properties shown in table

IJ . To find the heat of com-

bustion of the gaseous fuel

produced, multiply the mass

fraction values by lb, 770 J/gm.

Tlie stoichiometric air/ fuel

mass ratio is found by multi-
plying tlie mass fraction by
5.61 . o

o
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'figure IIB. --Variation of gaseous
fuel properties witli radiation
leakage fraction. Curves are
based upon balancing heat bud-
get by combustion of whole fuel

Fuel in this figure is green
chamise foliage (see properties
shown in table IJ . To find the
heat of combustion of the
gaseous fuel produced, multi-
ply the mass fraction values
by 16,770 J/gm. llie stoichio-
metric air/ fuel mass ratio is

found by multiplying the mass
fraction values bv 5.61.
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Figure 12A. --Variation of gaseous
fuel properties with radiation
leakage fraction. Curves are

based upon balancing heat bud-
get by combustion of volatile
products only. Fuel in this

figure is green manzanita fol-

iage (see properties shown in

table 1). To find the heat of
combustion of the gaseous fuel
produced, multiply the mass
fraction values by 16,310 J/gm.
Tlie stoichiometric air/fuel mass
ratio is found by multiplying
the mass fraction by 5.47.
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Figure 12B. --Variation of gaseous
fuel properties with radiation
leakage fraction. Curves are

based upon balancing heat bud-

get by combustion of whole fuel.

Fuel in this figure is green
manzanita foliage (see proper-
ties shown in table 1) . To find

the heat of combustion of the

gaseous fuel produced, multiply
the mass fraction values by
16,510 J/gm. The stoichiometric
air/fuel mass ratio is found by
multiplying the mass fraction

values by 5.47.



Figure 1 5. --Vari at ion of fuel gas

properties with the char frac-

tion formed from the solid fuel

Curves marked "1" are derived
from a heat balance based upon

burning of released volatiles
only; curves marked "2" are

based upon burning of whole

fuel. The fuel is poplar ex-

celsior, a surrogate forest

fuel that has been often used

to test the effectiveness of

flame rctardant chemicals.

The principal influence of

sucli chemicals is to increase

char fo mi at ion. Tlie fuel

moisture content in this case

is set at b percent, typical
of retardant test conditions.
The radiation leakage fraction
here is U . 1

.
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Figure 14 . --Variation of fuel gas

properties with the char frac-
tion formed from the solid fuel

Curves marked "1" are derived
from a heat balance based upon
burning of released volatiles
only; curves marked "2" are

based upon burning of whole
fuel. The fuel is poplar ex-
celsior, a surrogate forest
fuel tliat has been often used
to test the effectiveness of
flame retardant chemicals.
The principal influence of
such chemicals is to increase
char formation. The fuel
moisture content in this case
is set at 6 percent, typical
of retardant test conditions.
The radiation leakage fraction
here is U.5.
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Figure 15 . --Variation of fuel gas

properties with the char fraction
formed from the solid fuel.
Curves marked "1" are derived
from a heat balance based upon
burning of released volatiles J

only; curves marked "2" are
based upon burning of whole fuel.

The fuel is poplar excelsior, a

surrogate forest fuel that has

been often used to test the ef-
fectiveness of flame retardant
chemicals. Tlie principal influ-
ence of such chemicals is to in-

crease char formation. The fuel
moisture content in this case is

set at 6 percent, typical of re-

tardant test conditions. The j

radiation leakage fraction here
is 0.5.

O.br-

0.5 -

<:o
E 0.4

^ 0.3

o
o
I—
(_>

<:

0.2

K^ 0.1 -

10 20 30 40

FUEL MOISTURE CONTENT, PERCENT

50

Figure 16. --Variation of fuel gas

properties with moisture content
for poplar excelsior treated with

retardant to increase char frac-

tion to 0.2. Radiation leakage

fraction here assumed to be 0.1,

typical of retardant test fuelbed

geometry. To find the low heat

value of the fuel gas mixture,
multiply the mass fraction values

by 15,070 J/gm. Similarly, the

stoichiometric air/fuel mass

ratio for the mixture is 5.09

times the mass fraction.
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Figure 17 . --Variation of fuel gas

properties with moisture content
for poplar excelsior treated
with retardant to increase char
fraction to 0.5. Radiation leak-

age fraction here assumed to be

0.1, typical of retardant test

fuelbed geometry. To find the
low heat value of the fuel gas

mi.xture, multiply the mass frac-

tion values by 12,7o0 J/gm.
Similarly, the stoichiometric
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The model presented here is not a predictive tool in that a complete description
of the fuel (in terms of the intrinsic properties of the fuel particle material, par-
ticle size, and fuelbed loading) does not permit the calculation of the thermochemical
properties of the flame gases that would be generated if the fuel were burned. Not
only does one have to specify the flame-fuel surface inclination angle (see appendix II

to derive a radiation leakage fraction, but one also must choose which of the two model
to use. At this stage of development no way is seen to predict either the interface
angle or which model to use. But, as was discussed above, fires that are spreading i

rapidly should exliibit large flame-fuel interface angles and might be expected to

admit of little char burning in the flame-generating zone at the head of the fire.

And fires propagating near the limit of extinction are known to exhibit near vertical
flame-fuel interface orientations and more complete fuel consumption in the flaming
zone. ,

If these two principles are tentatively accepted, then one might expect a fuelbed
burned under very low moisture content conditions to be described by the first model

(only volatile fuel burning in the flame-producing zone] and to exhibit a large radia-
tion leakage fraction. The same fuelbed, burned at a moisture content such that it
would barely qualify for description by the models given here, might have a vertical
flame-fuel interface (hence showing the smallest radiation leakage fraction possible j

for the fuelbed) and might be best described using the second model. For conditions
between these extremes, neither model would apply adequately by itself and the radia-
tion leakage fraction would have intermediate values. So a graph showing the heat of
combustion of bulk fuel gas versus fuel moisture content might follow a curve such
as that shown in figure 19, drawn for a fuelbed of dead ponderosa pine needles ar- I

ranged in a loose mat (opacity factor ~2.5--see appendix II). The two solid curves '

show the behavior expected under the limiting conditions and the dashed line connect-
ing the two is included only to illustrate that a smooth transition between the two
is to be expected over some range of fuel moisture content. Tlie shape of the compo-
site curve, including the dashed line, is reminiscent of the "moisture damping" co-

efficient curves given by Rothermel (1972) based upon experimental measurements.
Such similarity is encouraging but cannot be construed as supportive of this theoreti
cal work.

I
Experimental confirmation or refutation of the theoretical developments presented

here will be very difficult to obtain, since none of the predicted quantities are

readily measured. It is tempting to speculate, however, that there exists a critical
value of the heat of combustion or the stoichiometric air/fuel mass ratio of the fuel

gas mixture below which the flaming combustion zone would collapse as a coherent
structure. If so, perhaps the fuel intrinsic properties, moisture content, and fuel-
bed opacity parameter (hence radiation loss fraction--see appendix II) combinations
that lead to this condition could be used to correlate and to predict the occurrence
for other fuel/moisture/fuelbed opacity combinations. Controlled-condition laboratory
fires near the extinction limit are both difficult and time consuming, but work in

progress at present '^ may lead to sufficient data to test the concept.

'*Ralph Wilson, "Moisture damping of fires under variable fuel loading conditions."

USDA For. Serv. Study Plan 2103-12; Intermt . For. and Range Exp. Stn., Northern For.

Fire Lab., Missoula, MT, Line Project FS-INT-2103, Fire Fundamentals, 22 July 1977.
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Figure 19 . --Variation of lieat

of combustion of fuel gas
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APPENDIX I: HEAT AND MASS BALANCE MODEL

This apjiL'ndix presents the matlieiiiat l ca 1 formulation of tlie models desei-il)ed in

the text, with some elaboration. Assumptions and approximations diseussed in the

text Will not be reiterated here, but will lie liriefly indicated as they are introduced.

First the "debit" side of tlie heat budget is developed for a unit mass of dr\' solid
fuel. Then two alternative forms of tlie energy suppl>' budget are derived, as out-

lined in the text. Symbols are defined as they are introduced, for tlie sake of
clarit\' .

Heat Required by a Unit Mass of Euel

The heat energy needed to raise the temperature of a unit mass of dry solid fuel

from ambient to 500°C, reducing it to char and liberating the vol at i 1 i;able component,
is a measurable quantity tiiat seems to be a property of the fuel material. lixample

values of this quantit}' are tabulated in the text. Let this quantity of heat be

represented b>' H .

Before the fuel reaches the char state, it will have become involved in flaming
combustion, as described in tlie text. In order to take account of the loss of energy
by radiation leakage, it is necessary to estimate the amount of heat absorbed b>- the

fuel before flame attachment. This amount of heat, 11., can be expressed, approximately,
as fol lows :

IL ^ M(cp,(T^^ - T^) . l) . H:

where

M = moisture content of fuel [fraction dry weightj

CPi^ = specific heat capacity of water = 4.18 J/gm/deg C

T = boiling temperature of water = 100°C

T = ambient temperature (assumed = 25°CJ

L = latent heat of vaporisation of water = 22bU J/gm

li. = heat required to raise the temperature of a unit mass of dry solid fuel to

ignition temperature (a measured value--see tables in text)

11. = ll' + 2570M T/gm.11
Now if a fraction, I- , of the encrg\' radiated into the fue Ibed aheail of the

Itiiiie/fuel interface is lost (see appendix II), then the amount of heat j-equired to

aise a luiit mass of fuel to ignition temperature is apjiroxi mate! > 11 , where

11^ = 11./ (1 - I-J .

'his is the energy output demanded from the process volume.
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After the fuel has entered the flaming zone, the energy required to complete the
char/volatilization process, H , is given by

H = H^ - H.' .

p D 1

This energy will liberate the volatiles at a temperature-dependent rate as described
in the text. To raise the temperature of the volatiles to a uniform temperature
T* C= 500°C) requires an additional increment of heat, H . Assuming the bilinear

rate of evolution described in the text, this quantity can be derived as follows:

Let m(tj = the mass of gas evolved from a unit mass of solid fuel at time t after
the gassifi cation starts. Then

ifT-Tl/fT -T). T <T<T
dm ^ /dm\ . y

i^J/U^ i^J,
'i _ ^ _ S

'^^ "^^ max ((T. - T)/(T, - TJ , T^ < T < T_

where

-T— = the maximum rate of gas evolution, which occurs at temperature T = T

max I

T = temperature at which gas liberation starts (-200°C) \

T-, = temperature at peak gas evolution rate (~550°C)

T^ = temperature at which gas evolution is complete (~450°C] . I

Tlie rate at which energy (E) would have to be supplied to the evolved gas to bring it

instantly up to the reference temperature T* would be given by

dE ^ dm

dt " dt p^ " ^^

where

C = specific heat capacity of volatiles.

approximated by a straight line over the range T^ ^ T _< T ,

Assuming that the temperature-versus-time curve for the fuel particle is adequately
ne over the range T^ < T < T,*

.5 — — 1

where

dT .

-T— = constant

.

dt

The total mass of gas evolved is given by Am, where

T.
Am = \ ^((^)/(^))dT

T,

= (if) amh - \
max

so the energy demand per unit mass of evolved gas is
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Am

T

~vj v>--n](^)/(-:S=) }a
J 1 y max'

and hence

"r^ u - yy^

2c r"^:.

T^ JO 1 •'„.

(T
dm

1
Wit /

dT.

max

Here y is the fraction of dry fuel converted to char (so 1 - -y is the fraction converted
to vo lati les)

.

i^lfR T.. - T
T* _ T

]

T. - i-

dT + t
T, - T j

!T* - TJ^:^^-^ dT

(1-YjC

"r
=

T - t
' V'^-'r|)[Cr*-Tp- y(T,-T^)] + (T^-TJ[(T*-T„J+ ^(T^-Tj]^

Inserting the numerical values

C =1.05 J/gm/deg C

T = 200°C

T^ = 350°C

T_ = 450°C
J)

|this becomes simply

H^ = 175(1 - YJ J/gm.

.Die steam (water driven off before ignition temperature is reached] must also be
aeated to the reference temperature T* since it fonns part of the effluent gas from
:he process volume also. Tlie heat required by this component is 11^, where

ind

H = MC (T* - T„)
s ps B'

C = the mean specific heat capacity of water vapor in the temperature range
^^ 10C)°-10U0°C (= 2.09 J/gm/deg Cj

H 55bM J/gm.

,'d to desiccateThe SLun of the components listed above gives the heat, II , require

eat, and decompose a unit mass of solid fuel and heat the char and gases (water and

olatilized fuelj to the reference temperature T*:

If, = H^ + 11 + 11,^ + II

N I p R



Heat Available Through Partial Combustion

The net sensible heat demand H is to be met by the combustion of some of the fuel

(either as gas or as whole fuel, gas plus char) within the process volume. In turn,
the combustion product mass (air + consumed fuel) must be heated to the rich- limit

combustion temperature, T , which process demands additional sensible heat. An equal

fraction of the liberated moisture is assumed to be heated to T also.

Assume first that only volatile fuel is burned in the process volume. Let the

fraction of the volatile fuel that is burned be X, and the heat of combustion (low

heat value) of the volatile fuel be AH . Tlien if the stoichiometric air/fuel mass
V

ratio of the volatile fuel is N , the net sensible heat released by this combustion,
V

per unit mass of dry solid fuel is H , where

H,, = X,(1-y)(aH -C (T^-T*) - N C (T„-TJ - iMC (T^-T*)) .

Al 1 \ V p C V p C A ps ^ C /

Since we assume equal specific heat capacities for the volatile fuel, air, and combus-
tion products, the heat of combustion of the volatiles need not be corrected for
temperature.

Using the numerical values employed before, this reduces to

H = X (1 - y) (AH - 630 - 1130N - 1255M) J/gm.

Equating H,, and H,, gives the equation for X,, the fraction of the volatile fuel^ ^ Al N * ^
1

burned in the process volujne. The mass-averaged temperature, T , of the gaseous

fuel mixture leaving the process volume is readily expressed in terms of X :

(mc +(1-y)(1+X,N )C )(T,„-T*) = (I-y)X.(mC +(1+N )C )(T„-T*).
V ps I V p/ Ml ^ I >

i\ p5 yj -pj^ Q

This equation expresses a sensible heat balance in the gas phase. Solving for the
mass-averaged temperature gives

(T„ - T*)(1 - Y)X,fMC + (1 + N )C )
C 1\ ps V p/

or

'^Ml '^ "" MC + (1 - y) (1 + X,N )C
ps 1 V p

600(1 - y)X, (2M + 1 + N )
1 V

T,,, = 500 + —rr-. -rz r-r: ^ ., . deg C.
Ml 2M + (1 - y) (1 + X,N )

*

1 V

The fraction of the mass of the exiting gas that consists of unbumed volatile
fuel vapor, Y , is also simply expressed in terms of X :

Y^ = (1 - Y)(l - Xp/(M + (1 - Y)(l + X^N^))

34



The numerator is simply the fraction of the dry weight of a unit mass of fuel that
leaves the volume imbumed while the denominator is the mass of gas j^enerated per
unit (,di'>'-) mass of fuel processed. If the denominator is divided by the mass loss
[as would be sensed by a weighing system under tlic fuelbed) ]ier unit mass oi" dry fuel

processed, we find tlie ratio of gaseous fuel mass evolved per unit mass loss l)y the
fuelbed witliin the process volimie, u :

M^ = (m + [1 - 'Y)(l + X^N^^))/[M + 1 - -y).

The heat of combustion Aii of the gas mixture leaving the control voliune, treated
r 1

as a diluted fuel, is simpl\- the product of Y, and AH . Similarly, tlie stoichiometric

air/fuel mass ratio N^, for this mixture is Y, times N .

Fl 1 V

In the second case discussed in the text, whole fuel is consimied in the process
volume (i.e., equal fractions of char and volatile components) rather than just some
Df the volatiles. The development of the equations proceeds along the same lines as

just above. Let the fraction of the whole fuel that is burned be X^, tlie low heat

value of tiie fash-free) whole fuel be All , and the stoiciiiomet ric mass ratio of the
o

(ash-freej whole fuel be N . The net sensible heat released by this partial combus-

tion is 11 ,^ , where

H = X^((l - e:J(AH - 050 - 113UN J
- 1255m) J/gm.

The parameter c in this equation is the fraction of whole fuel (dry) weight that
s mineral ash. This fraction is not converted to volatile (it is included in yJ

)ut neither is it burned when the char burns. Again, equating H and H gives the

quation for X,, in terms of which the mass -averaged temperature, T , of the mixture

;an be expressed;

(T' - T*)x7mC + (1 - e:)(l + N )C )
T - T* +

C ^ 2V ps o^ p/

M2

600X^(2M + (1 - £) (1 + N ))

2M + 1 - Y +
>^2("'o^^

- O + Y - cj-

"; Tlie fraction of the exiting gas that consists of unburned volatile fuel vapor, Y,,

n this case, is given by:

Y^ = (1 - yJ(1 - X,)/(m + 1 - y + X.^^o*-^ - £-) + Y - ^)) .

\

As before, the heat of combustion of the gas mixture. All , is Y_,A1I and the

loichiometric air/fuel mass ratio, N^^ , is Y^N .

F2 2 V

The ratio of gaseous fuel mass produced to fuelbed mass lost in the process volume,

, can be expressed in terms of X-, also:



^2

M + 1 - Y + X^(N (1 - e) + Y - e)

M + 1 - Y + X (y - e)

In the expression for H above, the heat of combustion of the whole fuel, AH ,

should be corrected for the difference in enthalpy changes between reactants and
products due to the temperature shift between the posited reference temperature T*

and the temperature at which the heat of combustion is measured (usually ~25°C) . But
this difference would be composed only of product of y> the difference between the
specific heat capacities of solid and gas phase reactants, and the temperature shift,
plus the heat of reaction (including phase change) associated with the pyrolysis pro-
cess. This "latent heat" term is known to be very small, but it is not clear whether
the process is generally exothermic or endothermic (Roberts 1971) . In any case the
difference between the heat of reaction at the elevated reference temperature and the
usual laboratory temperature of determination is small and will be neglected here.

Simplication and Summary of Equations

The number of input variables required to use the equations given above is quite
large. Fortunately, additional simplifications are possible by using the approxima-
tions and empirical relationships discussed in the text.

The heat of combustion of the volatile component, AH , can be calculated from
v

the equation for the whole fuel heat of combustion, AH , and the heat of combustion
o

of the (ash-free) char. All .

(1 - e)AH = (1 - y)AH + (y - £)AH^,
o v C

so

AH^ = ((1 - eJAH^ - (Y - e)AH^)/(l - y)

where all heats of combustion are low heat values and AH is taken to be constant at

31,200 J/gm.

The high heat value of the volatile fuel, AH , is calculated from AH and the
'^ V V

estimate that these volatiles contain 7.2 percent hydrogen. Similarly, the whole
fuel high heat value AH is calculated assuming a 6.3 percent hydrogen fraction by
weigiit

.

ah' = ah + 1580 J/gm
v V ^

ah' = AH + 1380 J/gm
o o

These values are used to calculate the stoichiometric air/ fuel mass ratios, usin^

the figure 5270 J/gm air as an empirical constant (see discussion in text):

N - AH'/3270
V V

N = ah'/ 52 70.
o o
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Other constcUits used in the calculations leading to the figures presented in tiie

text were introduced above as the need arose. The set of e((uations used is assembled
here for ready reference, with numerical values inserted.

DATA REQUIRED

11 = heat required to raise unit mass of dry fuel to 5UU°C, .I/gm

11. = heat reuui-red to raise luiit mass of dry fuel to 525''C' J/um
1

^ '

Y = fraction of fuel {.dry weightj converted to char, asli included

e = fraction of fuel (dry weigiitj that is mineral ash

AH = low h.eat value of ash-free whole fuel (dry weight basis!

M - fuel moisture content, fraction of dry weight

F = fraction of heat radiated into fuelbed from process volume that is lost
to tlie environment (calculated in appendix 11)

EQUATION SUMMARY

H. = H.' + 2570M
1 1

Hj = 11. /(I - FJ

H = 11
^

- 11.'

p D 1

Hj^ = 217(1 - -yj

H = S36M
s

11, = H. + H + II, + H
N I p R s

AH^ = ((1 - eJAH^ - (Y - £J51,200)/(1 - yJ

All' = AH + 1580
V V

ah' = AH + 1580
o o

N = ah'/ 32 70
V V

N = ah'/ 52 70
o o

^1 "
".N^^'-^

' yJ (AH - 650 - 1150N - 1255MJ)

600(1 - yJXJ 2M + 1 + N )
1

"

V
T.„ = 500 +
Ml 2M + (1 - yJ (1 + X N J

Y
^

= (1 - YJ(1 - X^J/(M + (1 - YJCI + X^N^j)
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The first form represents loss to the lower boundary and the second represents loss

to the upper boundary.

The net fractional energy loss is given by F, where

6/sina /•tt/Z/•o/sina /•

'l=o •'-

cos sm a
exp(-kD)dedL.

tt/.

Carrying out the integral over L first, this becomes

/•a-TT/2

2kc
(exp(k6/cos(a-e)) - l) cos cos(a-e)de

^/.

tt/;

(l - exp(-k6/cos(e-a))) cos 6 cos(e-a) de

a-Tr/2

Changing to the variable x = a

in the second gives the form
tt/2 in the first integral and x = a + 7t/2

I
2k6F =

I
sin x sinCa-x)(l - exp(-k6/sin x))dx

I
sin x sin(x-a)(l - exp(-k6/sin xj)dx.

Replacing k6 by C and differentiating the expression above twice with respect to the

angle a gives

2C —- - 2 sin a (l - exp(-C/sin a)) - 2CF.

da''

By this device it is possible to evaluate the integrals indirectly, by solving the
differential equation numerically. The set of equations then is:
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CF .

1 c
^ = — < I sin X cos x ( I - cxp(-C7siii x))dx

I
sin X cos x (1 - e xp ( - C/ -^5 i n x J ) lI x V

1 \ r^ r'' (
= - - 1 - I LI exp[-C/uJdu + / V exp( -C/vJ dv^

= t|i - ^C~ f (l/t''jcxpf-t)dt|

= y I
1 - (1 - CJexpC-CJ - C^li^tCj[

'hei'e E [CJ is the exponential integral (Abrajnowitz and Stegim 1964J

rE (C) = exp(-tjdt/t
'c

da ' a=TT/2

—^(CF) = sin afl - exp(-C/sin aJJ - CF.

da'"

The differential equation was solved numerically using a standard Runge-Kutta
Integration progriuii coded for the CDC-7600 computer at the Lawrence Berkeley Labora-

tories computer facility on the University of California, Berkeley, campus. A poly-
lomial approximation for the exponential integral (Abramowitz and Stegun 1964) was

'ised to establisli the initial condition for various values of the parameter C.

igure 1 1-1 is a plot showing the variation of the radiation loss fraction, F, as

I function of the fuelbed opacity parameter, C, for two values of tlic tilt angle (aj

'f the flame interface surface.

The parajneter C can be related to familiar fuelbed descriptors, since the extjnc-
jion coefficient, k, is given by Anderson (19b9j

:|

k = a|3/4

here

a = fuel particle surface area/volume ratio
3 = fuelbed packing ratio, the fraction of fuelbed volume filled with solid

fuel particles.

roiii this form we have

J

C = aii6/4
'I

nich has values in the range from about 0.5 (e.g., for sparse grassj to perliaps 5.1)

r more (e.g., for pine litterj. Tnis range of values gives I'ise to potential radia-
i.on leakage fractions of (J . 1 to 0.7 (see fig. 11-lJ and greater varial)ility is I'eadily

onceivable

.
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RANGE FOR MOST NATURAL FUELBEDS

10 = FLAME INTERFACE ANGLE FROM HORIZONTAL

10.0

FUELBED OPACITY PARAMETER. C

Figure II-l . --Variation of the radiation loss fraction, F, with fuelbed opacity
parajneter , C.

The dependence of the chemical properties of the gases fueling the free flame
upon the geometrical properties of the fuelbed raises the possibility that the elu-
sive "moisture of extinction'' variable (Rotliermel 1972, Albini 1976} may be predic-
table from such considerations.

The equation for C can be written also in terms of w, the weight loading (for

single size class fuelbedsj and p, the density of tlie fuel particles. Since

3 = w/p6

C = ow/4p.

For fuelbeds with more than one size class, the value of C is to be foimd by summing
the values for each of the individual components.
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The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 273 million acres, or 85 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with Montana

State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the Univer-

sity of Idaho)

Provo, Utah (in cooperation with Brigham Young

University)

Reno, Nevada (in cooperation with the University

of Nevada)
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RESEARCH SUMMARY

This report summarizes the concepts, development, and applica-
tion of a system for forecasting Lightning Activity Level (LAL) as

required for the 1978 version of the National Fire-Danger Rating
System. The report is organized into two sections. The first sec-
tion presents a format and guidelines for the forecasting of

lightning area density. The second section guides the fire weather
observer in making observations, verifying the forecast, and provid-
ing feedback to the fire weather forecaster. The appendix includes
data on the occurrence and behavior of mountain thunderstorms not
available from other sources.

The LAL guide, containing instructions for both fire weather
forecasters and observers, was developed in three steps. First,
cloud-to-ground lightning density was related to a common predictor-
maximum height of radar echos for thunderstorms. Second, LAL index
values were assigned to specific ranges of radar heights according
to their relative frequency of occurrence to form a five-level index.

Third, distributions of lightning events and associated weather were
related to the LAL index based on the predictor variable, maximum
radar echo height. Other variables used were maximum cloud devel-
opment, intensity and coverage of radar echos, amount and coverage
of precipitation, and cloud-to-ground lightning density and flash
rates.

The fire weather forecaster uses primarily the expected cloud
development and radar height to assign LAL index values to fore-
cast zones. The fire weather observer uses observations of cloud
development, precipitation, and cloud-to-ground lightning flash
rates to verify or correct the forecasts.
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INTRODUCTION

The National Fire-Danger Rating System (NFDRS) (Deeming and others 1972) has been
Ddated; the revised system will be in use in 1978 (Deeming and others 1977). One of
le changes in the NFDRS is treatment of lightning-caused fires. A model iKiscd on phys-
;al and stochastic processes was adapted to the NFDRS for estimating the number of new
Lghtning-caused ignitions (Fuquay and others 1979)

.

The fireweather forecaster will be asked to forecast some of the inputs to the

jdel, namely: (1) Area density of cloud -to- ground (CG) lightning, (2) storm movement,
id (3) precipitation duration. This is an entirely new area of forecasting for most
jrecasters. Techniques and procedures will need to be developed.

This report shares our experience and data from thunderstorm and lightning field
:;udies that might be useful to the fireweather forecaster and observer. Data on

Lghtning and related events were gathered for other specific purposes and are not
cactly suited to the topics presented here. The limited data base prevents the rigorous
lalyses we would like to make. In many cases, the grouping of data and the form of
le output reflect the author's opinions. Nonetheless, this report should remain a

5eful guide and provide a basis for further investigation.

Our approach to predicting lightning related events follows the basic philosophy
- the NFDRS, namely:

1. The NFDRS rates only the potential for fires.

2. It addresses only those aspects of fire control strategy affected by fire

occurrence and behavior.

3. It uses a linear index structure wherever possible.

4. The rating is done with a worst case approach. Thus, weather forecasts and

I

observations should be for the time that conditions are most severe and at

! midslope on southerly and westerly exposures.

"e latter requirement strongly influences how the forecaster views the input to the

IDRS. The forecast should be biased towards events that will define the upper limit

) fire ignition and behavior.

The basic assumption in developing our Lightning Activity Level (LAL) Guide was
;it lightning activity and accompanying meteorological conditions within a forecast
L 3a can be adequately represented by a single index value. This report describes how
:ii use the LAL Guide, how it was developed, and guidelines for assigning and interpret-

.ik LAL index values.

THE LIGHTNING ACTIVITY LEVEL GUIDE

The LAL Guide is a table relating several meteorological variables to CG lightning
Lija density. The 1978 version of the NFDRS requires the forecaster to select a Light-
ing Activity Level (LAL) for each forecast zone. The forecast thus assigns predetermined
'aues for the following: (1) Area density of CG lightning, CG's/2,500 mi^ (CG's/6 500

;ir)
, (2) area intensity of radar echoes, (3) area intensity of rainfall, and (4) storm

lie and duration.



The LAL Guide (table 1) is structured according to the following outline:

A. Typical cloud and precipitation conditions

1. Cloud and storm development
2. Radar echoes--coverage and intensity
3. Precipitation--area and amount

B. Lightning

1

.

Amount per area
2. Lightning occurrence rates

The LAL Guide was developed with both forecasting and verification in mind. The
forecaster can verify by using available radar data (maximum radar height of storms,
precipitation coverage and duration), pilot reports, satellite data, and network
meteorological data. Field personnel verify by means of cloud description, rate and
amount of observed CG lightning, and area coverage of storms.

The basic data set for the LAL Guide consists of measured lightning and associate
meteorological events during the summer months of 1965-1967 in western Montana (table
appendix). This 3-year period included seasons of high and low lightning occurrence.
Basic data were supplemented by lighting measurements, radar, and other meteorologica
data from the Black Pine area near Philipsburg, Mont., lookout network data covering i

five-State area, and data from Arizona and New Mexico. This broad data base builds
confidence that the guide should be applicable over most of the Rocky Mountain area,

particularly after scaling the events to local conditions.

The basic unit of area used in the guide is 2,500 mi^ (a square 50 miles on a sii

or 6 500 km^) . This is almost the smallest area for which a generalized forecast can

be made. Also, it is about the largest area that lightning activity can be effective
observed from a surface observation point, such as a forest fire lookout. The area
within a 28-mile radius from an observer corresponds roughly to 2,500 mi^ (6 500 km^)

or 1.5 million acres--about the size of a typical National Forest. j

Although the basic area used is 2,500 mi^ (6 500 km^) , the forecaster can adapt
the descriptors to subunits or multiples of the area through proportionality factors.
Of course, the forecaster must feel confident in forecasting for the area selected.

Little precedence exists for forecasting the area density of CG lightning. A
coherent thunderstorm model covering both cumulus dynamics and electrification procesi

has not been developed. Based on observation and theory, however, we believe that th{

amount of electrification and lightning is associated with the characteristics of a

storm, such as dynamic instability, precipitation intensity, and rate of vertical
development. After correlating the amount of lightning to many different variables,
we found that the maximum height of radar echoes seemed the best for linking lightninj

with associated weather.

Our forecasting system was developed as follows:

1. The maximum radar echo height was selected as the basis for classifying ligh1

ning activity on a given day.

2. All thunderstorm days over the 3-year period were classified according to

maximum radar height and each day was assigned an LAL.

3. Distribution of related meteorological events was determined within each of

the LAL's.
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4. Generalized descriptors were developed for each LAL.

5. Results were summarized as the LAL Guide.

Figure 1 illustrates the events occurring over a selected area in the course of
day. Note that in the course of a day, conditions normally become progressively more
severe, going from LAL 2 in mid-morning to LAL 3 around noon and reaching a peak of
severity in mid-afternoon. Because we want to predict the most severe level (worst

case) representing events over all of the area, we might select LAL 4 for this exampl

^imm'l^
0600 -0900 hrs

0900 - 1200 hrs

PERIOD OF :

MAXIMUM RADAR HEIGHT

MAXIMUM LIGHTNING

1200 - 1500 hrs

MAXIMUM RADAR ECHO COVERAGE

Figure 1. --Events within a forecast area
for successive time periods during a

thunderstorm day.

We do not look for a single maximum radar height in the area. In our example,
LAL 4 says, rather, to expect maximum vertical development of radar echoes distributee
over the area to range within the limits of 30,000 to 36,000 ft m.s.l. (9 100 to
11 000 m] with a representative maximum height for all echoes of about 33,000 ft m.s.l

(10 000 m)

.

FORECASTING OR VERIFYING LAL

Ideally, a single value should describe lightning and associated weather in each
forecast area. Although a single value can only be derived from a gross generalizatic
of the weather, such a value is vital to determining lightning-caused fire risk in the

NFDRS.

We have established an association between specific LAL and the following phenorae

maximum cloud development, maximum height of radar echoes, radar echoes--intensity and

area coverage, precipitation--amount and area coverage, and CG lightning--density and

flash rates.

As many of the above phenomena can be used as there are available data on which
to base a decision. The final step, arriving at a composite LAL value, requires sub-

jective judgment by the forecaster or the observer. Each user should consider the
reliability and representativeness of the data available and give most weight to the

better data when making an LAL decision.



In figures 2 through 7 we relate general descriptors of each phenomena to I.AL levels

le idea is to progress through each description until an upper limit is reached foi- the

listing situation. Use the highest LAL reached as representative of that piienomena

jT the day.

The subjective nature of an LAL selection has already been mentioned. F-'or that

;ason we can expect that skill in selecting the best LAL to improve as the user becomes
5tter acquainted with the reliability of each predictor for a particular area. l-or

sample, a forecaster may find cloud development (fig. 2) as most useful in forecasting
^morrow's LAL and radar echoes (fig 5) as best for verifying the forecast. A forest

Lspatcher may find observations of cloud development (fig. 2) most reliable when
5nfirmed by lightning counts (fig. 6) or maximum flash rates (fig. 7) from a nearby
jokout Figures 4 and 5 provide estimates of tlie percent of an area receiving rainfall

rom storms associated with each LAL level. In general, the storms become more intense
Lth higher LAL's but do not show a corresponding increase in area covered by the storm,

/en with LAL 5, over 50 percent of a forecast area will receive no measurable rain.



1/ Use LAL 6 if high-level, dry thunderstorms are forecast or observed.

Figure 2. --Maximum stage of cumulus cloud development (after Fischer and Hardy 1972)

Use LAL 6 if high-level dry thunderstorms are forecast or observed.



l/:br visual tops, add 2. 000 ft (about 600 meters).

ure 3. --Maximum radar echo height. For visual top.s, add 2,000 feet (about OOO meters

7
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_1/ The description of LAL 3 reads

:

2/10 of the area covered by Very Light (VL) echoes

1/10 of the echo area is Light (L)

1/20 of the echo area is Moderate IM) intensity

No part of the echo area is of Heavy (H) intensity

Figure 4. --Radar echoes - intensity and
area coverage (midseason, nonfrontal
thunderstorml . The description of LAL 3

reads: 2/10 of the area covered by Very
Light (VL) echoes; 1/10 of the echo area
is Light (L) ; 1/20 of the echo area is

Moderate (M) intensity; No part of the
echo area is of Heavy (il) intensity.
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Figure 6 . --Cloud-to-ground (CG) liglitning within 2,S0() mi'

for rating period.

(() SOO km- ) area



Use LAL 2

y CG count averaged over at least a 5-min period.

Figure 7. --Average CG flash rate (CG's per minute). CG count averaged over
at least a 5-niin period.
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DEVELOPMENT OF THE LAL FORECAST GUIDE

Bases for the Lightning Activity Levels

An index should be easily related to a prescribed range of events. In tills case,

t should relate to tlie severity of situations involving lightning-caused fires even

hough the lightning activity is only a part of this problem. So, we start out with

he postulate that tlie potential lightning-caused fire severity is directly relatetl t

he amount of CG lightning that an a^ea ex]iericnces . It then follows that we can liuild

ur index on the basis of area density of CG lightning. Other factors influencing the

umber of ignitions, such as rainfall, can be related to the same index.

An index ranging from 1 to 5 was selected because it is com]Xitible witli the M-'DRS

nd because users have said that five levels are sufficient. We use LAL 1 to denote
11 situations in which no lightning is forecast. The remaining four values in the
ndex represent the following situations:

LAL 2--The marginal case where lightning-caused fires may or may not occur. 'i"he

maximum expected fireload would be light.

LAL 5 and 4--belineate conditions wliere the lightning fireload might be described
as moderate and heavy.

LAL 5--The upper limits of liglitning activity are characterized by large, wet

storms

.

The selection of a 5- level index does not prevent the forecaster from develo]nng
iditional levels or sublevels within the present system if valid reasons exist. For

istance, some areas might use LAL 4a and b to denote conditions over grasslands and

)rested areas. In fact, we have already added IJ\L 6 to represent the high-level, dry

lunderstorm situation.

IGHTNING

Forecasting the number of CG lightning flashes expected in a given area is a

manding task because a formidable array of meteorological variables can be expected
influence the formation, electrification, and discliargc of cumulus clouds. Numerical

n'thods are virtually nonexistent. Further, altliougli data on the occurrence of storms
hsed on visual observations are available from some stations, there is a paucity of

ulasurements of lightning frequency and rates. In this section, we bring together tiie

dta, experience, and methods that are available to help forecast lightning activity
live Is

.

^' The yield of lightning from a thunderstorm varies widely in both space and time.

Frther, the proportion of CG's within storms on a single day and between storm days

aso varies. The high variance in lightning further complicates the predicting of

Ightning density. The problems in handling high natural variance of lightning can be

riuced through the use of predictor variables or covariants.

I

Fuquay (1967) found a strong association between maximum radar echo height and the

tii:al amount of lightning experienced in the immediate area. This relat ionshi]i for

s'|)rms in western Montana in the summers of 1965-1967 is shown in figure 8. 'i'otal

L^htning varies considerably within each radar echo height class. In addition to

ni'-ural variability, we had errors in measurement because: (1) the radar scan missed the

actual eclio maximum in following fixed observing procedures, (2) location of the measured

11



lightning was incorrect, and (3) sampling errors were introduced by the relatively smal
area that could be observed in relation to the high variability of lightning Occurrence

Figure 8. --Total
lightning flashes
per storm day
versus maximum
radar echo height,
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We are concerned with the maximum density of CG lightning for predicting lightning
caused fire ignitions. We must estimate the maximum lightning density expected during
the day, knowing only the maximum radar height. To do this, we define a variable calle

Maximum Lightning Potential (MLP) which is a covariant with the maximum area density of

lightning. In figure 8, a smooth curve is drawn as an upper boundary to the data point

A least-squares fit to this curve is defined as the continuous variable MLP (T) , which
is a function only of maximum radar height. The lightning data for figure 8 covered
about 500 mi^ (1 300 km^) . Only about 20 percent of a 2,500 mi^ (6 500 km^) area will

receive lightning from a nonfrontal thunderstorm on a single day. Further, on most

days only one continuous period of lightning activity will occur over an area. Thus,

MLP derived from figure 8 approximates maximum lightning density per 2,500 mi^ (6 500 ki

per day.

A least-squares fit to the upper envelope in figure 8 gave the following relation-

ship with an R^ value of 0.978:

MLP (T) = -1102 + 45.8 H (1)

where MLP (T) = maximum lightning density of total lightning per 2,500 mi^ (6 500 km^)

per day; H = maximum measured radar echo height (1,000 ft, m.s.l.). A second-order
polynomial fit to this curve only slightly improved the fit, i.e., R^ = 0.980.

12



Counting the number of lightning events, or flashes, from an isolated storm usin;;

lightning Counters or analog recordings is relatively simple; -elatiiii'. these counts
to a specific area to obtain lightning density jiresents problems. However, what we
really need is an estimate of tlie density of CC lightning. Two approaches are available
sstimating CG lightning from total lightning counts and direct mi-asurement s of Ci] light-
ling. Each aj'jproach has merits, depending on the situation.

The distribution of the ratio of CG to total lightning for 46 storm da\'s in l'.)d.''i-

1967 is shown in figure 9. We have a mean CG/T ratio from the expression;

CG/T E CG/T
0.19 (2)

\?here N = number of storm days (46)
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Figure 9

.

--Distribut i on of the ratio of
CG and total lightning per storm day.
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RATIO CG/T LIGHTNING

(1965- 67; N = 46)

The proportion of CG lightning for all storm days compares favorably with tliat

rived from a sample of 11 individual storms (i.e, single storms tracked throughout
tieir life cycle) where CG/T = 0.23. Based on this, a reasonable long-term estimate of

t|e ratio of CG lightning and total lightning is 1/4. However, figure 9 shows variations
expect when this rule is applied to specific storm days.
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We will now examine data from direct measurement of CG lightning. We can remotely
sense electrical and light signals emitted by lightning discharges. These signals form
characteristic signatures for cloud, air, and ground discharges (Fuquay 1967; Fuquay
and others 1972) , but the attributes for each type of discharge overlap to some degree.
Thus within any group of lightning signatures, some of the discharges cannot be class-
ified as cloud, air, or ground. These indeterminate signals make up only about 3 per-
cent of all flashes measured during the 3-year test period. For example, on 7/12/66
only 2 out of 635 flashes were indeterminate. However, in some storms, these flashes
can be an appreciable proportion of the total measured lightning. For example, on

8/26/66, 126 of a total of 427 measured flashes were classed indeterminate. Thus, we
cannot identify the amount of CG lightning as accurately by direct measurement as we
can determine the total number of flashes that occur. i

The measured CG lightning versus maximum radar height on 35 storm days in 1965-

1967 is plotted in figure 10. The X's denote days on which the indeterminate class of
discharges was greater than 5 percent of the total. A least-squares curve was fitted t

the upper boundary of the CG data points. This is the MLP (CG) curve. The first order
linear curve

H = -575 + 21 H

yielded R^ = 0.917.

A second-order polynomial of the form

MLP (CG) = 700 - 56.4 H + 1.14 H^

gave r2 = 0.998.

(3)

(4)
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Figure 10. --Measured cloud-

to-ground lightning for

35 storm days, 1965-1967,
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The estimate of MLP [C(;j Jci-ived from measured C(; lightning', and from takiiii^ ().2.S

f MLP (Tl for all da\'s with measured II was compared for each dav for data from 1965- 1;)(,7

'e found that both methods \'ield aliout the same value over the loiij,; term. However, tlie

;ethod of estimating lightning density should be known when usini', tield observation of
G and total lightning to verify a forecast LAI,.

Keep in mind tliat we are estimating only the maximum amount of lightning to be
xpected based on maximum radar echo height. Thus, tlio higli R-' values for ecpiations 1

nd 5 reflect only the fit to the MLP curves on figures 8 and 10. .Just to illustrate
he broad scatter of the data points, we have the following least -squares fit to all

he data points in figures 8 and K):

T = -121S + 44 .() II (S)

r2 = 0.821 and

T = 498 - 58.1 II (6)

R^ = 0.85), where T = total lightning on a storm day and II = maximum radar lieight

1,000 ft, m.s.l.) measured during the day. Also,

CG = -170 + 7.1 H (7)

R^ = 0.71) where CG = cloud-to-ground lightning per storm day and H = maximum radar
ight measured during the day. Again, we see that the maximum radar height explains
Dre of the variance in T than for CG in the corresponding equations.

The NFDRS value shown in table 2 is the lightning density (CG's/2,500 mi-" or CG ' s

iT 6 500 km'-) assigned to each LAL for computing the number of lightning-caused fire
^nitions. Note that the assigned lightning density, which is also lightning risk,
icreases geometrically with LAL values.

Table 2 .--Assignment of maximum radar height and lightning density to LAL

Relative Maximum Lightning densitv,
frequency radar height, m.s.l. CG's/2,500 mi^ (6 500 km^)

|L (percent) Feet Meters Range NFDRS value

i|

15 <_28,000 <^8500 1-25 20

35 26-32,000 7900-9700 10-75 40

41 35 30-36,000 9100-11000 50-150 80
=' 15 >36,000 > 11000 >150 160

All tabulated values are approximate or rounded.

The cumulative frequency of maximum radar heights during 41 thunderstorm da\'S is

sown in figure 11. A corresponding distribution for nonthunderstorm days is not avail-

ale. Therefore, we do not know if a forecast of maximum expected radar echo lieight is

auseful estimator of the probability of occurrence of thunderstorms, although we

srongly suspect a close association exists for sunmier air mass storms. Rather, if a

tunderstorm occurs, the maximum radar echo height can be used to estimate the amount

0) lightning to be expected over a given area ffig. 12).

15
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Figure 11 . --Distribution of maximum radar
echo heights per storm period, July-
August, 1965-67.
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We would like to use observed lightning flash rates to estimate an LAL value for
the day. In general, local lightning storms are coherent groups of cells covering less
than 500 mi^ (1 300 km^) . Two or more of the localized storms may occur within a fore-
cast area during a thunderstorm day. Usually, the maximum flash rate will occur during
the middle one-third of the storm period.

CG lightning flash rates from localized storms were related to LAL values in the
following manner. First, individual storm periods were identified on lightning record-
ings taken during the summers of 1965-1967. Second, each storm was assigned an LAL
value using the criteria for storm heights shown in table 2. Third, flash rates were
analyzed and summarized (table 3) . The analysis indicated only a casual association
between lightning rates and LAL. Therefore, observed flash rates should not be given
strong weight in setting the LAL. Rather, they should be used to support other evidence

of a specific LAL.

16
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Talilc 3 . --Maxirnum flash rates versus lAL

Maximum flash rates
LAI. CG's/S min CC, ' s/lSmin A vc rage CG ' s /mi n

2 -- --
•_]

3 0-10 0-17 1-2

4 4-19 6-32 2-3

5 9-32 19-77 >3

^ADAR ECHOES

The 1972 NFDRS used the pcreentage of forecast area covered by radar echoes over a

:4-hour period as a significant factor in assigning an hAL valia'. i'lie 1978 NPllRS iises

loth echo intensity and area coverage during only tlie period of lightning activit\- as

;ignificant indicators of LAL.

There have been few previous attemjits to relate liglitning to precipitation and
•adar echoes. Kuettner (1950), from a mountaintoji location, observed that the most
ctive lightning occurs in the region of heaviest precipitation. Workman and Holier
1942) reported that the most severe lightning activity was associated with clouds of
reatest vertical extent. Siiice the highest clouds produce the heaviest rainfall, we
ould expect a correlation between liglitning and precipitation (Battan 196S).

Kinzer (1972) made several observations relating radar echoes to lightning activity.
fter analyzing a limited sample of Oklahoma storms, he suggested that areas of greater
eflectivity are apt to be areas of higher rates of CG lightning and that, on the average

lie lightning activity increases rapidly with an increase in the radial depth of

J2flectivi ty . He answered the ([uestion, "Is there a radar reflectivity tlireshold for

ne occurrence of GG lightning?" with a qualified, "Yes, "--the threshold being about
155 mm'^/m^ when larger reflectivities exist in the nearby storms. Of particular interest
; his observation that witli squall- line storms, maybe 9 out 10 CG ' s occui- witliin areas
•: radar reflectivity. On airmass storms, however, only about 6 out of 10 flashes occur

if.thin areas of reflectivity.

In the revision of tlie NM)[^S, we demonstrated that both radar echo intensit}' and

ea coverage can be useful in determining LAL and ]n'oduccd guidelines for theii"

iplication. We also comjiared LAL values arrived at using the 1972 and the 1978 cri-

iria . The following data were used in that comparison:

1. Lightning records for all stoi^m days oti which lightning was recorded in the

priod June-September, 1965-1967, near the Northern Forest Fire Lalioratory, west of

ssoula, Mont. The description of this data base and how it was ol-)tained is covered
Fuquay and Baugliman ('1969) and other published re])orts available from tlie Northern

rest Fire Laboratory (NFFL) (table S, appendix).

2. Maximum radar echo height data for each storm day obtained by WS!^-57 and SO-12

rdar at Missoula (table 9, appendix)

.

3. Hourly radar overlays from the WSR-57 radar at Missoula that sliow the liouiularics

ol radar echoes with intensity classes: \'ery Light, Light, Moderate, and Heav}- (U.S.

Dpartment of Commerce 1962). (Note: operational designation of intensity classes has

ben changed since 1967) .
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A day was accepted for analysis as a thunderstorm day if: (a) there was a completi'

record of lightning occurring within a 20 mi (32 km) radius of NFFL, and (b) a maximum
radar height value for the same area could be estimated from available radar records.
In all, 41 thunderstorm days in June-September 1965-1967 fit the criteria and were used
in the analysis.

These steps were followed in analyzing the data:

II

1. The hourly overlays from the WSR-57 radar were integrated over time to give a

radar echo-intensity map for the total period of lightning activity.

2. A simulated forecast area grid was randomly fit over the composite radar echo
map. The percentage of the forecast area covered by echoes having standard intensity
levels--Very Light (VL) , Light (L) , Moderate (M) , and Heavy (H)--was estimated for each
position of the grid. A representative area coverage for each intensity level was then
estimated.

i

The representative echo intensity and coverage values for 41 days are shown in '

table 4. Each of the 41 days was assigned a "new" index value using the following
maximum radar echo height (HMAX) criteria:

HMAX , m . s . 1

.

Index value

Feet Meters

<27,000 <8 200 2

27-33,000 8 200-10 000 3

33-36,000 10 000-11 000 4

>36,000 >11 000 5 f
The arbitary LAL value vs. Hmax assignment differs slightly from the final versions showi

in table 1 and 2. This difference does not significantly change the conclusions drawn
from this earlier study.

For comparative purposes, an "old" LAL value for each thunderstorm day was guessed
by judging the radar echo overlays using the criteria for radar echo coverage from
Deeming and others (1972) . Note the differences in values in table 4. Under the "old"
criteria, over half of the storm days were assigned the highest value (LAL 5), while
the "new" criteria assigned only a fifth of the days as LAL 5.

We need a method for recognizing seasonality in comparing storms, particularly
where radar echoes and precipitation amounts are concerned. We have subjectively noted

the sharp transition from spring to summer thunderstorm regimes. A similar transition
occurs in the fall and marks the end of the summer storms. An objective method for
noting these transitions is not available. In this analysis, the author's experiences
and judgment were the only bases for classifying storms as pre-, mid, or postsummer
season.

We next classified the data by storm type (Finklin 1971)^:

Type A: "pure" airmass. No defined frontal influence. No indication of upper-
level disturbance or divergence factors.

Type AU: Upper- level disturbance or divergence factor superimposed upon airmass
situation.

Hjnpublished report titled "Classification and meteorological characteristics of

lightning storms in western Montana," on file at the Northern Forest Fire Laboratory,
Missoula, Mont.
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4. --Radar echo intensity and coverage, lightning frequency, and nuximum r^idar hcught ,

1965-1967

Maximum Rada r echo intensity and

raclar ht

.

fraction of area covered
values X inoo ft Storm Ligl tiling Very ,S t o rm

New [ht X 505 m) date CG Total light 1 ight Mod Heavy type

T 25 8-20-67 5 7 0.1 0.1 All

-> 25 7-28-65 1 8 .1 < A MI

3 27 6-12-65 1 15 >.7 .7 F

7> 27 6-23-65 1 29 >.l .1 AU

3 27 6-24-65 5 52 .1 <A F

5 28 7-14-67 T 10 <.l ' .1 F

3 28 7-19-67 5 18 o .1 AU

3 28 7-18-67b 7 57 <.l msg.

3 30 8-11-65 14 60 >.3 . 5 dot AU

5 50 9-05-67 *15 64 .1 <.l AU
3 50 8-04-67 t O 90 msg. msg. msg. msg. AU

3 50 6-18-67 *0 104 .1 <A dot F

5 50 7-15-66 27 107 .1 <A dot AU

3 50 9-07-66 *20 152 .1 --A F

3 50 S-19-65 50 158 •-, -> T U

3 50 7-26-67 5 165 msg

.

msg. msg. FlSg. AU

3 50 9-08-67 47 217 .5 ".1 <0. 1 AU
-T

51 7-06-66 29 79 msg. .1 AU

3 52 8-29-66 *65 259 .1 •:
. 1 F

3 55 8-04-66 24 196 .1 .1 AU

4 55 7 -08 -65b 45 256 ^^ O -^

F

4 54 7-07-66 104 161 msg. 1 •- .1 F

4 34 7-29-65 36 204 msg. .1 <0.1 AU

4 34 7-08-65a 59 350 >.l .1 V

4 34 5-29-65 61 264 >.7 .7 <
. 1 I-

4 34 9-14-66 107 500
->

.1 V ^ U

4 35 8-25-65 21 111 msg

.

msg. msg. msg. U

1 4 35 8-21-65 95 189 msg

.

.1 U

1 4 35 9-06-66 90 232 msg. .1 F

4 35 8-02-65 100 251 >.2 1 AU
4 55 7-07-65 *58 289 .4 . 5 AU

4 55 8-27-65 28 493 . 1 <.l <A dot F

! 5 56 7-14-66^ 67 205
-)

.1 F

J 5 36 7-02-65 62 543 msg. msg. msg. msg. AU

5 37 7-04-65 95 439 msg

.

) <\l U

5 57 7-18-67a 50 506 . 5 .1 F

5 38 6-21-67 *25 404 , 4
T F

5 58 7-12-66 125 635 msg.
"7

F

5 42 9-12-66 556 714 msg. msg. msg. msg. F

5 44 7-27-65 178 851 msg. msg. msg. msg

.

AU
' 5 44 7-05-67 192 864 .1 '

• i AU

*ndetcrmi nate class exceeds 5 percent of total

.

^ginning of storm that moved out of area to N1-. 75 Timi and bee ame intense (max. lie ght
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Type F: Frontal. This category includes cold (or occluded) fronts, quasi-
stationary fronts with or without wave and deep low development, and the
combination of a cold front moving into a frontal wave system.

Type U: Upper level. A storm situation where the dominant feature is an upper-
level trough or closed low (500 mbar or 300 mbar) located overhead or
somewhat upwind; a surface front is not a contributing factor. It is

distinguished from the AU type in that troughs are more entrenched and

large scale, rather then briefly denting a prevailing warm ridge.

In our study, no storm days in 1965-1967 were Type A,

17 were Type F; and 5 were Type U.

Out of 41 days, 18 were Type AU;

Within any of the LAL's, storm Type F shows the greatest range of area coverage,
that is, the greatest variation between storms within the type (table 7, appendix).
For example, the fractional area coverage by radar echo intensity VL (Very Light) , L

(Light), M (Moderate), H (Heavy) in LAL 3 varied from VL>0.7, L = 0.7 on 6/11/65, to

VL<0.1, L<0.1 on 7/14/67. In LAL 4, the differences between F and AU storms are still

strong (note storm on 5/29/65)

.

I

Storms occurring in June and September have the highest percentage of the area I

covered by the storm. For this study, storms in June and early July were coded pre-

season, and September frontal storms were coded postseason. Preseason storms assoc-

iated with the spring storm regime can extend well into July. Also, postseason storms

can start soon after mid-August or, as in 1967 and 1970 in the Northern Rocky Mountain
region, not until late in September. In these years, the midseason storm description
was applicable into September until the arrival of more extensive, wet storms (charact-

erized by a heavy influx of cool, moist air) signaled the postseason regime.

Next, we stratified the data by LAL, season, and storm type. Representative value

for radar echo intensity and coverage for each stratification were then determined. Th

results are summarized in table 5.

Table S . --Radar echo intensity and fraction of area covered

LAL Storm
season

Frontal (F) Nonfrontal (AU,U)

index VL L M H VL L M 11

Preseason
Midseason
Postseason

0.7
.1

0.5
.1 0.1 0.1

Preseason
Midseason
Postseason

Preseason
Midseason
Postseason

Preseason
Midseason
Postseason

.7

.3

.5

.7

.4

.5

.7

.4

.5

0.05
.05

.1

.1

.1

1

1 0.05

1 .05

1

1 0.05
1 .05

.05

.05

,05

.1

0.02

.05
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The midseason nonfrontal storm characteristics shown in talile S have a uiiic|ue

feature- -an apparent gradation of both radar echo coverage and echo intensity over the

lAL range. The gradient is greatest going from LAL 2, the marginal ligjitning occurrence
Level, to LAL 3 and 4, where we would expect the most severe poteiitial lightning-caused
Fire conditions to prevail. The transition to LAL 5 is marked by an increase in tlie

intensity of echoes with little increase in area coverage.

PRECIPITATION

Because the intensity and coverage of radar echoes could be associated with tiie

^AL, a similar relationship should exist with precipitation. Again, there are very
Little available data associating precipitation with lightning. Battan (1965) compared
/isual counts of CC lightning with rainfall on a networlc covering 1 000 kiir . About

).05 mm of rainfall was measured for eacJi Ci] lightning flash observed. This amounted
:o 3X10^^^ grams of rainfall per CG flash, on the average, for Arizona storms.

Two aspects of precipitation distribution and amounts were of particular interest
m developing tlie criteria for assigning LAL:

1. The percentage of the total forecast area receiving preci])itation

.

2. The area-depth relationship for precipitation.

We estimated these two factors from precipitation data from 22 gages located in the

,irea covered by our lightning measurements. A total of 28 storm days for .July, August,

f.nd September 1965-1967 were analyzed as follows:

1. Precipitation maps were prepared showing both storm and daily total rainfall

or tliose of the 2 2 stations that reported.

2. An LAL value was assigned for each day based on the number of CG lightning
lashes recorded over the area.

3. The fraction F of the area covered by increments of precipitation (0, T, 0.01

o 0.99..., 0.9 to 0.99) was determined from

1

n

.

F = -i-
N

lere n is the number of stations reporting precipitation in amount increment i, and

is the total number of stations reporting on that day.

The available data for LAL's 2-5 are shown in table 10, appendix. The area cover-

je and amount of precipitation associated with each LAL are summarized in table 6. As

a example of how to apply the information in table 6, the following percentages of the

iirecast area will have zero or only a trace of precipitation for each LAL:

I
LAL Percent of area

2 91

3 72

4 64

5 48



Table 6 . --Percentage of stations reporting less than the given amount of precipitation
on storm days classed by LAL index

Precipitation
Lightning activity level index

Inch

0.8-0 .89

.7- .79

.6- .69

.5- .59

.4- .49

.3- .39
2_ .29

.1- .19

.01- .09

Trace

Number o£ storms
No. of station reports

Percent

100

100 99

99 98

99 98

100 99 94

99 97 88

99 96 85

98 93 80

100 93 83 75

91 72 64 48

79 58 54 34

5 10 6 7

105 185 98 127

The High-Level Thunderstorm (LAL 6)

The high-level dry thunderstorm (LAL 6) is a special situation not fully covered
by this report. We know that this type of storm, although relatively rare, can present'
a severe fire problem. At the present time, a forecast for such a storm is always
accompanied by a red flag warning issued by the forecaster. The determination of
appropriate values for calculating the fire risk associated with such a storm will re-

quire additional study and development. In the interim, the amount of lightning
associated with LAL 3 (40 CG's) will be used in the NFDRS for internal calculation of
fire risk.

The term "high-level dry thunderstorm" should be reserved for the situation where
sufficient moisture and instability for thunderstorm initiation are found in the upper
levels only. Cloudbases in the Northern Rockies will be in the 15,000- to 17,000-ft
(4 600-5 200-m) levels. Thunderstorm activity is generally triggered by the advection
of cold air aloft, an upper cold front passage, or widespread vertical motion. This
situation is often preceded by altocumulus castellanus clouds in the early- to mid-
morning hours. The actual speed of storm movement varies considerably, from near
stagnant conditions to rapidly moving systems. The local cells may show considerable
precipitation in the form of virga, but virtually no precipitation reaches the ground
from the high bases. Strong downdrafts may develop as the rain evaporates below cloud

base. Downdrafts reaching the ground can cause strong erratic surface winds.

In situations with relatively high moisture content at all levels, storms may be

triggered by the same mechanisms. However, bases will be generally lower and consider-

ably more moisture will reach the ground. This situation would be better described by

LAL or J

,
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FURTHER APPLICATION

In this report wc have shared our experience and availalile data to aid in the

evelopment of forecasting techniques for lightning and weather associated with forest

ire ignition. The concepts described in tliis paper will be ajijilied in a real-time
ense in conjunction with the new lightning-locating system being installed by ttie

ureau of Land Management in the western United States and Alaska. Tlie objective is to

stimate the expected number of new lightning-caused fire starts based on forecast and

easured parameters. We look forward to the development of a system which uses these
arameters to improve our ability to predict, locate, and manage tlie lightning-caused
orest fire.
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Table 8. --Lightning records, 1965-1967

Date

Time of
recording

(m.s.t.)

Duration of
recording
(minutes) CG

Lightning
IC Total

1965

5-29

6-12
6-23
6-24

7-2

7-4
7-7
7-8al

7-8b
7-20
7-21

7-26
7-27
7-28
7-29

8-2

8-3
8-11

8-19
8-21

8-25
8-27

1627-1743

0045-0215
1524-1641
1554-1737

1632-1920
1238-1658
1042-1736
1718-1902
2209-0037
1242-1726
1252-1634
1454-1853
1600-1813
1805-1913
1305-1930

1531-1915
1245-1719
2237-0026
1627-1931
1650-1930
1304-1429
1738-2005

73

90
77

103

168

260

418
104

148

284

222
239
133

86
3852

224

274

109

184

160

85

147

61 196 264

1 12 13

1 28 29

5 27 32

62 481 543
95 335 439

*38 189 289
45 210 256
39 207 250

91 444 535

4 16 21

65 211 279

178 651 831

1 7 8

36 167 204

100 151 251

87 127 214

14 44 60

30 123 158

95 93 189

21 87 111

28 444 493

1966

7-6 1716-2018
7-7 2030-2249
7-12 1018-1810
7-14 1340-1915
7-15 1423-1908

8-4 1350-1809
8-13 2118-2208
8-19 1225-1833

8-26a 0656-0706
8-26b 1319-1537
8-28 2239-0138
8-29 1300-1842

9-6 1617-2103
9-7 1705-1821
9-12 1907-2243
9-14 1222-1656

182

139

472
335

285

259
50

368

10

138

179

342

286

76

216

274

29 49 79

104 55 161

123 510 635
67 138 205

27 80 107

24 170 196

6 4 10

3 3

*0 2 3

*49 252 427

39 388 427
*65 175 259

90 141 232
*20 119 152

256 358 714

107 386 500

1967

6-18 1511-1652
6-21 1948-2131

7-3 1647-2126
7-14 0820-0947
7-18a 0930-1731

7-18b 2125-2254
7-19 1049-1155
7-26 1730-1921

8-4 1446-1520
8-20 2046-2123

9-5 1741-1900
9-8 1650-1930
9-10 1450-1757

101

103

279

87

481

89

66
111

34

37

79

160
187

*0 60 104

*23 293 404

192 665 864

2 8 10

50 456 506

7 50 57

3 14 18

5 158 163

22 67 90

5 2 7

*13 47 64

47 169 217
*25 315 472

'Subdivided into afternoon and other storms.
Weak lightning except for one active period, about 1430-1530.

* Note high number in indeterminate class; asterisk denotes indeterminate class >5

percent of total

.
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Tabic 9. --Storm periods ranked by maximum radar hfiqht (M.S.L.), 1965-1967

Max. radar
height X 1000 ft Lightning

ht X 505 m) Storm date Q] Jil^JlL

25 8-20-67 5 7

7-28-05 1 8

27 (>-i2-(i5 1 13

6-2.S-(i5 1 2'.)

6-24-65 5 52

28 7-14-67 2 10

7-19-67 5 IS

7-18-67b 7 57

30 8-11-65 14 (,0

9-05-67 *13 (.4

8-04-67 22 90
6-18-67 *0 104

7-15-66 27 107

9-07-66 *20 152

8-19-65 30 158

7-26-67 5 163

9-08-67 47 217

31 7-06-66 29 79

32 8-29-66 *65 259

33 8-04-66 24 196

7-08-65b 45 256

34 7-07-66 104 1(>1

7-29-65 36 204

7-08-65a 39 250

5-29-65 61 264

9-14-66 107 500

35 8-25-65 21 111

8-21-65 95 189

9-06-66 90 2 52

8-02-65 100 251

7-07-65 *38 289

8-27-65 28 495

36 7-14-66 67 205

7-02-65 62 545

37 7-04-65 95 459

7-18-67a 50 5()(.

58 6-21-67 *25 401

7-12-66 125 (.55

42 9-12-66 556 714

44 7-27-65 178 851

7-05-67 192 864

* Indeterminate class exceeds 5 percent of total lightning.
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The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 273 million acres, or 85 percent, of the land area m the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with Montana

State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the Univer-

sity of Idaho)

Provo, Utah (in cooperation with Brigham Young

University)

Reno, Nevada (in cooperation with the University

of Nevada)
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RESEARCH SUMMARY

Twenty-five years of research and development has succeeded
in producing a new rust-resistant variety of western white

pine. Nonetheless, this new variety has limited levels of

resistance and no improvements in other traits. The authors
describe a nursery test designed to produce a population of

western white pine possessing many mechanisms of resistance,

broad adaptability, and increased growth. Mechanisms of
resistance (low needle spot frequency, slow canker appears,
slow canker growth or tolerance) and growth rate will be

selected on a family basis. Individuals exhibiting needle
spot prevention, low needle spot frequency, premature needle
shed, short shoot reaction, bark reactions, and accelerated
growth will be selected from within these families and used to

establish seed orchards. The authors propose separating the

inland region into hazard zones and managing natural stands to

develop resistance.
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INTRODUCTION

Development of blister rust-resistant western wliitc pine [Pinus monticola) has
een underway in the Inland Northwest since 1950. The first 25 years, known as the
hase I program, resulted in the establishment of three seed orchards. The trees in

hese orchards are the results of two cycles of selection. The level of resistance,
nder nursery conditions, is expected to be about 60 percent (lioff and others l'J75|

nd field resistance will probably bo as high as 80 percent (Bingham and otliers

973). Selection of the phase I material was based mostly upon testing candidate
rees with four tester trees. Candidates with high ability to transmit resistance
ere chosen (Bingham and others 1969).

During tlie early selection work on western white pine, a considerable knowledge
as accumulated on the mechanisms of resistance and the existence of blister rust

aces (Bingham and others 1971). This knowledge was available early enough to enable
s to do some last minute selection changes in the proportion of the types of resistance
oing into the phase 1 orchards. We had found that one mechanism of resistance
premature needle shed) was disproportionately high in a previously selected ('2

opulation (Hoff and others 1973). Adjustments were made and now only 30-40 jiercent

f the resistance in the phase I seed orchards will result from this mechanism.

This knowledge also made us aware that resistance in western white pine to

lister rust is due to many mechanisms of resistance. Some mechanisms are controlled
iy single genes, others are controlled by many genes (Bingham and others 1971; table

). This knowledge, together with the need to provide a larger gene base to enable
s to select for growth and form and to maintain adaptability to its environment,
eluding native pests, resulted in the initiation of a new program to develo]i

sistance in western \vhite pine to blister rust -- phase II.

The purpose of this paper is to review resistance in western white pine to

lister rust and describe a breeding program that has a high chance of stabilizing
"le resistance but at the same time maintaining the native adajitability of western
;,iite pine.

The breeding program includes four main elements. One element is a nursery test

lat will provide data on resistance and secondarily on growth since the nursery
]iase will keep trees until 6 years old. The 15-25 percent slowest growing families
v.ll be excluded. A second element is a field test, mainly for growth and form, but

<lSO for comparing resistance to blister rust in the nursery and field. A tliird

(.ement is a plan to allocate the resistant strain according to the degree of blister
:ist hazard. And the fourth element is to describe a method for developing resistance
uing natural selections.

LIFE CYCLE OF WHITE PINE BLISTER RUST

The hcteroecious, full cycle wliite pine blister rust reciuires two hosts--wli i to

fnes and Ribes spp. , i.e., currants and gooseberries. Dicaryotic aecios]iores are

foduced on pine, and infect the leaves of Ribes bushes. These spores liave two

rclei per cell and are believed to behave genetically as 2N. The Ribes infection

poduces urediospores which aid in the spread of the fungus on the Ribes host, i'hey

ae also dicarytic and behave genetically as 2N.



Teliospores appear on the old uredial infection usually after about 2 weeks of

cool weather. The dicaryotic nuclie fuse to become 2N and upon germination meiosis
occurs producing four IN basidiospores. These spores close the cycle by infecting
white pine.

Germ tubes produced by germination of the basidiospore generally enter the pine
via stomata of the secondary needles. Less important infection courts are stomata of

the primary leaves and stomata of succulent stem tissue.

In the secondary needles, the fungus produces a large mass of mycelium that

causes the cells of the pine needle to change color and this becomes visible as a

"needle spot." The fungus then grows toward the stem where it grows profusely within
cortex and phloem tissue.

Often there is little or no growth impact on pine resulting from fungus growth.

The damage is the result of the killing of branches or the whole tree after the
fungus completely encircles the stem. Death probably results from disruption of the
phloem and cortical tissues as the fungus produces the aeciospore stage.

RESISTANCE IN WESTERN WHITE PINE

Mechanisms of resistance in western white pine are most easily described if

presented according to the infection and growth sequence of the fungus as it develops
starting in the secondary needles.

The first mechanism is prevention of needle infection. In the past, trees with
no needle spots were thrown out as escapes. But some recent data (Hoff and others in

press) show that there is a continuous increase of this type from the most susceptible

white pine {Pinus ayacahuite) , with 1 percent uninfected seedlings, to the most
resistant (Pinus parviflora) , with 96 percent. In this same test, 24 percent of the

Pinus monticola seedlings were uninfected. However, the trait appears to be a

threshold character because it varies with the intensity of the inoculation. In

another test (Hoff and others 1973) the F^ seedlings were 1 percent clean and F2 '

s

were 15 percent clean, indicating that a selection had been made for the trait.

The frequency of needle spots also varies. There is a tenfold difference
between number of spots on seedlings of families with low and high numbers of spots

(table I and Hoff and McDonald in press). The data resemble those that might be

produced by a single nondominant gene. Families can be grouped into classes (low,

medium, high), according to frequency of needle lesions.

Needle spots also come in a variety of colors, shapes, and sizes. We have
published data and photographs of some (McDonald and Hoff 1975). So far, we have

observed the following phenotypic variations in needle spots caused by the blister
rust fungus:

1. Yellow needle spots of normal size; rust fungus with normal virulence.

2. Yellow needle spots of normal size; rust fungus with very high virulence (observed

in Oregon, Region 6, USDA Forest Service, blister rust program).

3. Yellow needle spots, very small size.

4. Red needle spots, normal size; rust fungus with normal virulence.



Red needle spots, normal size; rust funmis witli vei-y h i I'.li virulence
(observed in Oregon, Region (•> , IISPA I'orest Service, ])iister mist iirograni

Red needle spots, very small size.

Yellow island spots.

Red island spots.

Table I
. --Average number of yellow needle spots on one lineal meter uf ne^lle tissui

per seedling withm full-sih crosses

i'ol len paren

t

Seed pa rent 58 17

S7

227

382

355

121

232

230

95

179

33

3

2

11

4

8

4

12

11

6

14

6

5

7

8

11

10

IS

15

12

15

14

11

7

6

8

19

11

12

7

16

13

18

12

12

14

8

13

20

19

18

11

19

Because resistance and suceptibilit}- of seedlings and families to tliese various
:lces" affects the number of needle spots that develop on a seedling, spot tallies
lit include a description of the spot type.

I

Tentative segregation data indicate that there is a typical genc-for-gene
tiationship between the host and the red-normal, yellow-normal, and island-type

ijts. Resistance in western white pine to red appears to be controlled b>- a dominant
eie, to yellow by a recessive gene, and for the island characters it ic b)- a dominant
ee.

The fungus then grows down the needle and the next resistance reaction olisei'ved

sthe shedding of infected needles (Mcl)onald and lloff 1970). This reaction begins
tabout 9 months after inoculation and is complete at about 12 months after i n()cu i at ion ,

eetic control appears to lie due to a recessive gene (McDonald and lloff 1971).

i
A rust-resistance reaction is apparent in seedlings tliat keep their infected

eliles but never develop stem symptoms. This reaction appears to be initiated at

h] junction of the short shoot and needle fascicles when the fungus readies the
hrt shoot flloff and McDonald 1971 J. Genetic control of this reaction also appears
0)6 by a recessive gene [McDonald and lloff 1971).



The next rust symptom is the appearance of cankers in the stem. The rate of
appearance of cankers varies with families (table 2). This trait appears to be
controlled by several genes with a heritability of 46 percent.

Table 2. --Number and percentage of blister rust cankers observed in the stems of
western white pine seedlings 1 year after inoculation

Cankers followinig inoculation

Family 1st year 2nd year 1st year/2nd year^ 4th year^

Number Number Percent Percent

17 X 121 38 60 63 63

17 X 250 11 38 30 39

17 X 57 23 65 35 74

19 X 121 18 54 33 54

19 X 250 21 61 34 61

19 X 57 14 60 23 60

22 X 121 35 61 57 61

22 X 250 26 48 54 51

22 X 57 30 62 48 65

58 X 121 37 64 58 65

58 X 250 23 65 35 66

58 X 57 1 27 7 27

^Heritabil ity (0.46) calculated from a 4 x 10 factorial including these
crosses (author's unpublished data).

"^By the 4th year after inoculation all cankers that will show up are

observable.

After the fungus reaches the stem, a series of reactions can occur that--
depending on individual and family--result in the death of the fungus. The effective-

ness of this resistance depends on two separate reactions: (1) the ability of a

seedling to initiate a necrotic response in the cortex after invasion by the rust;

(2) the ability of a seedling to rapidly produce a strong wound-periderm. We observe

in western white pine (unpublished information) and in Armand pine (Hoff and McDonald

1972), that only the host cells seem to be killed; the fungus, although not healthy,
appears still to be alive, at least the cytoplasm and the nucleous of the fungus was

not disrupted. Also, the small amount of data on Armand pine indicates that the
effectiveness of the resistance varies with the phenology, i.e., the necrotic reaction

is apparent when diameter growth begins and it is not operating during other periods.

The rate of growth of the fungus in the stem varies with individuals and families

In many trees, of the progeny tests set up by R. T. Bingham and A. E. Squillace in

1952 through 1955, the fungus had not girdled the stem by 1970, even though the

fungus had reached the stem of the seedlings probably by the time the seedlings were

2-3 years old, i.e., 1 year after artificial inoculation (table 5).



Table 3. --Number of trees per test, percentage dead due to blister rust, percentage
resistant seedlings lifted and percentage still living with cankers in 1970
in the Elk Creek progeny test plot

Cankered and percent living in 1970
Percent Head with old with basal with young I'dxent
rust 1970 cankers' cankers-^ cankers^ lifted

78.5

85.4

75.4

60.5

94.5 0.2 .2 1.7

Test
year No. tr

1952 2555

1955 74

1954 941

1955 1678

All

control s 405

1.5 0.8 1.2 18.8

1.4 .6 1.1 14.2

4.7 1.0 1.2 20.7

8.5 .8 16.4 14.5

'old cankers are cankers that resulted from infection soon after the trees were

out pi anted.

^Basal cankers appear to be cankers that resulted from the initial inoculation wiien

the seedling was 2 years old when in the nursery.

! ^Young cankers are those tliat have shown up recently- -5 years pi-ior to the 1970

rust inspection.
^Bingham lifted these seedlings with "high" resistance and moved them to the

Moscow Arboretum 1957-1960.

The last reaction type that we have observed is what is called tolerance. This
,s a reaction of one seedling that enables it to sustain a great amount of infection
without serious growth reduction or mortality. This reaction shows up at very low

'requencies

.

1

'I

The mechanisms of resistance are summarized in table 4, with an indicated
pidemiological type and hypothetical genetic control.



Table 4. --Observed resistance mechanisms in Pinus monticola: Cronartium ribicola
system

Mechanism of resistance
Resistance

type
Hypothesized
inheritance h^

1. Resistance in secondary needles to a

yellow-spot forming race

2. Resistance in secondary needles to a

red-spot forming race

3. Resistance in secondary needles to a

yellow-green-island spot forming race

4. Resistance in secondary needles to a

red-green-island spot forming race

5. Resistance in secondary needles that

prevents spot formation

6. Reduced frequency of secondary needle
infections

7. Slow fungus growth in secondary needles

8. Premature shedding infected secondary
needles

9. Fungicidal reaction in short shoot

10. Fungicidal reaction in stem

11. Slow fungus growth in stem

12. Tolerance to infection

Vertical

Vertical

Vertical

Vertical

Vertical

Horizontal

Horizontal

Vertical

Vertical

Vertical

Horizontal

Horizontal

Recessive gene

Dominant

Dominant gene ?

Dominant gene ?

Nondominant gene ? 0.37

Polygenic .46

Recessive gene

Recessive gene

Oligogenic ? .367

Polygenic ? 0.21-0.46

?

SELECTION OF STANDS AND PHENOTYPICALLY RESISTANT TREES

This base of knowledge has enabled us to recommend a program for the development
of resistance in western white pine to blister rust that would have higher stability
and genetic diversity. The methods for doing this are the topics of the remainder of

this paper.

Stand Selection

There are hundreds of stands and thousands of individuals to choose from. A

little time spent in the selection of "good" stands can make the program more efficient

and very effective. The criteria that we feel are important in selection follows.



1. Blister rust infection is unifin-nily heav\-, rani^Ln;; uinvriTds i'roiii a Icnv

average of 10 cankers per tree.

2. Stand age 2S+ years, heiglit 10-30 in, meaning tliat all trees have lieen

exposed to natural inoculation by tlie rust fungus for at least 2r> \-ears, tliat tlK\\-

are climbable, and are producing cones.

5. Stand density open to moderately open, esjiecially in older (50-to 7(l-)-ear-

old) stands, meaning that white pine crov\rns can be seen or examined with liinoculars

from some distance.

Selection of Individual Trees

1. Candidate trees must be relatively free from blister rust cankers under
locally heav)' rust conditions. Past experience has shomi that under conditions of

heav\- infrection candidates with one or a few cankers are likely to be Just as valuable
as those completely free of rust. Thus flexible criteria (allowable number of cankers
increasing with local rust intensity] will hold for selecting candidate trees, as

follows

:

Maximum allowable infection
Rust intensity in the stand per candidate (number of

(average number of cankers/tree) live- or dead cankers)

10-20 none
21-40 1

41-75 2

76-150 3

151+ 4-5

2. Candidate trees should be close to roads so that time and effort is not

yasted in their relocation (by hand compass and pacing] for examination, pollination
•one collection, or when revisited for a variety of other purposes. Generally, in

lenser stands where visibility is limited it is best not to locate candidates more
jhan 100 m from the road.

5. Runty, seriously deformed (especially multi-forked), seriously diseased
other than by blister mst ) , or seriously insect-attacked trees should be avoided,
lecause these poor characteristics could be inherited. Tliis includes open-grown
'rees that are one-fourth or more shorter than surrounding trees of ecjuivalent age
nd crown class, trees that have repeated stem forks, trees that have several whorls
earing 10 or more large branches, and trees with sinuous or crooked stems not

ssociated with likely mechanical injuries.

INOCULATION OF SEEDLINGS WITH RUST

Bingham (1972) reviewed inoculation procedures that have been used for devclojiing

llister rust resistant western white pine at Moscow. Briefly, these procedures are

ip follows:



1. Inoculate seedlings after the second growth period. The typical 2-year-old
seedling is about 10 cm tall, has mostly secondary needles with a few remnant primary
leaves. Much of the resistance is in the secondary needles; therefore if 1 -year-old
seedlings were inoculated many mechanisms of resistance would be missed.

2. Use natural inoculum from several sites and thoroughly mix the infected
Ribes leaves before placing them over the seedlings. This will assure a good mixture
of rust races.

3. The Ribes leaves are layered on wire screening 50-40 cm above the seedlings.

4. Humidity is kept as near 100 percent as possible and the temperature ^

between 15°-20°C. This is achieved by either enclosing the set-up with plastic that
is shaded by canvas (Bingham 1972) or by layering wet burlap over wire screens
(Patton and Riker 19661. Maintain test conditions for 72 hours. I

In the Moscow, Idaho, environment seedlings are inoculated during the first 2

weeks of September.

RUST INSPECTION

First Rust Inspection

Timing: In Moscow, Idaho, environment, June, 9 months after inoculation.

Criteria: Count needle spots on secondary needles of each seedling by color
type, on uppermost two fascicles and measure length of fascicles. This sampling
method depends upon attaining at least 8 spots per lineal meter of needles. If it is

much less, this sample will be inadequate and either more fascicles should be added
to sample or all the spots on the tree counted. Adding more fascicles adds a lot of

time and counting all spots decreases precision, so a strong effort must be given to

the inoculation procedure to make sure that an adequate number of spots are produced.

Second Rust Inspection

Timing: In Moscow, Idaho environment, September, 1-year after inoculation.

Criteria: Determine the presence of needle spots on secondary needles plus stem

symptoms of each seedling. Four major stem symptoms are: normal cankers; small
circular, shallow necrotic areas of sunken bark associated with the base of a single
needle bundle; shallow or deep necrotic areas in the needle portion of the seedling
stem that partially encircle the stem; shallow or deep necrotic areas in the needle
portion of the seedling stem that completely encircle the stem.

Third, Fourth, and Fifth Rust Inspections

Timing: In Moscow, Idaho, environment, September, 2, 3, and 4 years after
inoculation.

Criteria: Determine the presence of stem symptoms as listed under second rust

inspection plus health of each seedling.



SELECTION PHILOSOPHY AND METHODS

New varieties of western white pine resistant to lilistcr ini.st must include as

many of the known kinds of resistance as possible (table 4). Natural host : pai-as i te

S)'Stems evolve an optimum balance of the various mechanisms of resistance (liar Ian

19761. We hope to anticipate sucli a balance in the proposed selection scheme, or at

least come close enough so that natural adjustments could be accomp 1 i sheii without
serious disruptions.

We have drawn freely from the literature and experience of the crop breeders to

develop a selection scheme. Although there may be major differences between forest
tree species and crop plants, in principles of selection they are very similar. Die
following principles exemplify the prevailing pliilosophy of the interaction liost :paras i te

.systems:

1, F'iesistance is the rule, susceptiblity is the exception.

2. Mechanisms of resistance vary in type and frequency.

5. Some mechanisms of resistance bestow to their carriers complete resistance,
others slow the disease or curtail its development.

a. Mechanisms that bestow complete resistance are typically controlled by

single genes and are called vertical or differential resistance.

b. Mechanisms that slow or curtail disease are typically polygenetical ly
inherited and are called horizontal, uniform, or field resistance.

4. Vertical resistance can be neutralized by a complementary gene in the

disease-causing organisms,

5. Horizontal mechanisms of resistance are not neutralized by new races;

I

however, more aggresive races might decrease the effectiveness of the horizontal
) resistance.
i

I 6. Combinations of several vertical resistance genes exhibit characteristics
of horizontal resistance,

7. Disease-causing organism are also restricted by their own natural fitness

i
requirements.

8. Resistance is the observed expression of the interaction of liost genes,
pest genes, and environment. The level of resistance required changes with environ-
ment, weather, and disease cycle. Low levels of genetic resistance in a population
often result in high levels of phenotypic expression.

i!

9. Resistance composed of horizontal types exhibits more stability than
resistance composed of vertical types.

' These principals lead to the following guidelines for development of new varieties
of western white pine:

\

1, Never base resistance on only one gene. A variety of western wiiite pine

could be produced that would be 100 percent resistant, but it probably would not last

i

long,

2, Use combinations of resistance types--diversity is essential.



3. Incorporate as many horizontal resistance types as possible.

4. Maintain a fairly low gene frequency for all the vertical resistance
types, i.e., 0.3 to 0.4 or less. Two recessive genes with a frequency of 0,5 would
result in complete resistance in 42 percent of the progeny as tested in the nursery.
Addition of single genes increases resistance rapidly, but since field resistance
tends to be even higher than nursery resistance (Steinhoff, 1971; Bingham and others
1973], a high gene frequency of any one gene is just not needed.

SELECTION FOR RESISTANCE

Arrangement of Data and Selection Criteria

The method of rust inspection will permit the ranking of families according to:

(1) fewest to highest number of needle spots--type 6, table 4; (2) slowest to fastest
stem symptom appearance- -type 7, table 4; (3) lowest to highest level of mortality--
types 11 and 12, table 4. Individuals can be tagged for: (1) percentage of needle
infections--type 5, table 4; (2) few needle spots--type 6, table 4; (3) premature
shedding of infected needles--type 8, table 4; (4) the reaction type that maintains
infected needles but does not develop stem symptoms (short shoot reaction) --type 9,

table 4; (5) stem reaction types--type 10, table 4.

This management of data will permit the selection of the seed orchard trees as

follows:

1. Individual and family selection for reduced frequency of secondary needle
spots.

2. Family selection for slow fungus growth in the secondary needles.

3. Family selection for slow fungus growth or tolerance in the stem; at the
seedling stage it is impossible to separate these mechanisms.

4. Individual selections for prevention of needle infections, premature shedding
of infected needles, short shoot reactions, and stem reactions.

Selection Intensity

The amount of gain that will be made is directly dependent on the proportion of

resistant families and individuals saved. Three major points that must be considered
are first the number of families available, second the minimum number of families that

will be included in a seed orchard, and third the regional planting area for each seed

orchard.

So far, over 3,000 phenotypically resistant white pine have been located within
the inland range of western white pine. This is just a small sample of the number
available. Several more thousand could be added if necessary to increase the selection

intensity.

10



The number of families required in a regional ]ilantinj; area, i.e., breeding zone
or adaptive provenance, is difficult to predict. Alfali'a breeders, wlio are working',

with a species tliat has liigh genetic variations, and who have L;on(" through several
generations of breeding, suggest 75 nonrelated individuals per planting area (Hanson
and others 1972). Because white pine also contains high genetic vai'iation (Steinhoff
1979) we recommend 100 families per regional planting unit.

There is very little variation in inland western white pine that is associated
with latitude, longitude, or elevation (Steinhoff 1979), meaning that there is t)n]y

one regional planting unit or breeding miit. And only one seed orchard is needed for

the entire inland area of white pine.

With 3,000 families to start with and with inclusions of 100 families in the seed
orchard, only 1 out of 30 of the candidate trees need to be saved. One-hundred
families witli the highest combinations of horizontal resistance would l)e chosen.
Individual seedlings with the various vertical resistance types will he chosen from
within these families.

We recommend that the level of resistance imparted by the vertical resistance
genes be in the range of 50-60 percent. This will provide trees within the population
upon which the fungus can grow, but because these trees will by chance also contain
genes for horizontal resistance, the)' will not all die. Although there is much
argument in the agronomic field, it is possible that permitting the "old" races to

survive will have a stabilizing effect on the rust, i.e., the rust is not apt to

develop a new race to survive.

Natural Selection — An Alternative Breeding Method
There are probably at least 20-50 genes tliat control blister rust resistance in

western white pine. There are many genes that cause the death of the fungus and there
are many more genes that slow the epidemic or slow the fungus growtli so that fewer
trees die. With this kind of genetic variation, we could just let nature run its

course. The only real drawback is nature's way takes too long. But what could be

done is to manage white pine stands to speed up nature's process.

UTILIZATION OF RESISTANCE - HAZARD MAPPING

In the previous section of this paper we recommended that tlie prtiduction of a

variety of western white pine contain moderate levels of complete resistance (50-(i0

percent) on a base of horizontal resistance. A variety with this level of resistance
would be planted throughout the inland range of wliite pine. However, at this time

and for a decade or two in the future, there will not be enougli seed to fill the

planting needs.

I

More seed would be available if the level of resistance was matched to the

degree of hazard: the intensity of blister infection. The degree of hazar-d faced by

rfhite pines depends on tlie temperature, moisture, and wind conditions during [)eriods

of basidiospore release. The seasonal weather pattern influences the multiplications
3f the rust on the ribes patches as does the species of Ribn.s. The jioint is, that

*/arious features of weather, ribes species, and distribution ami tojiograph}- can be

measured to produce hazard maps (^McDonald and otliers, in pi'ess). Then seed with

i/arying levels of resistance can be matched to each site. lor example, on the

lighest hazard sites, seedlings with the best resistance would be planted, on less

hazardous sites seed could be collected from candidate trees (level of resistance 25-

1
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30 percent) or from the surviving trees within stands that have had high mortality
due to blister rust (level of resistance 10-15 percent).

Shelterwood or seed trees of white pine that have survived the epidemic could be

left to regenerate a prepared site. In many stands (60-80 years old) mortality of

white pine by blister rust is 90 percent. Nonetheless, there are usually 20-30

living trees per acre that survive. IVlien such a stand is cut or salvaged, several of
these trees can be left to provide seed for regeneration. According to our data
about 20 percent of the seedlings will be resistant under nursery conditions (Hoff

and others 1976)

.

I

Besides regenerating a stand, this approach has other benefits. In contrast to

artificial selection, nature selects for all mechanisms of resistance. Man selects
for only those he can see. Also, nature uses all races of blister rust over the many
inoculation years. Man uses only those he collects and usually only once for each

progeny test.
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The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 23 1 million acres, or 85 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with Montana

State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the Univer-

sity of Idaho)

Provo, Utah (in cooperation with Brigham Young

University)

Reno, Nevada (in cooperation with the University

of Nevada)
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COVER PHOTO

A phosphate mine overburden waste dump in southeastern Idaho. Surface wastes h

differing hydrologic responses, i.e., different water infiltration and soil erosion
rates. Soil color is a useful indicator of the differences. Light yellowish-brown
soils, Munsell lOYR 6/4, have the greatest erosion rates, while very dark gray-brown
soils, Munsell lOYR 3/2, have the smallest erosion rate. The brown soils, Munsell
lOYR 5/3, are intermediate.

The open pit is at the top left.
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RESEARCH SUMMARY

The objective of this study was to identify separate sediment-
ary strata on the surface of one phosphate mine overburden dump and

to compare those strata in terms of their respective infiltration
and erosion characteristics.

Sedimentary strata were initially identified solely by color.

This identification was then verified by comparing the following
physical characteristics: minerology bulk density, texture, ante-
cedent moisture, and modulus of rupture.

Three geologic strata on soil types were identified. Of those
three, two soils were believed to originate from distinct separate
strata of rock, while the third is believed to be a mixture of
several strata.

The two elemental soil types exhibited significantly different
infiltration constants (f ) and soil loss quantities as a result of
tests run with a drip type infiltrometer . The dark soil type had an

average f of 1.7 3 inches/hour (4.39 cm/h) and an average soil loss
of 2.1 tons/acre (4.7 MT/ha) , while the light soil type had an

average f of 0.95 inch/hour (2.41 cm/h) and an average soil loss
of 23.2 tons per acre (52.0 MT/ha) for the 30-minute infiltrometer
test

.

Using the soils' physical characteristics, a stepwise multiple
linear regression equation was derived in order to permit future
identification of desirable soil types.

The implications of this research are that- by separating
individual geologic strata for use as topsoil, significant improve-
ments in dump stability and erosional losses may be possible.
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INTRODUCTION

The Maybe Canyon phosphate mine is one of six currently active strip mines in

southeastern Idaho. Continued operation of this mine will produce 130 acres (52.6 ha)

of pit and 200 acres (80.9 ha) of new overburden dumps (U.S. Geological Survey 1977).

To limit erosion and promote revegetation, specific dump construction procedures have
been recommended. One of the most important involves surfacing the dumps with native
topsoil. The surface covering is a critical element because it serves as the foundation
for future reclamation and as the source of potential sediments.

Because of the generally shallow soils, the stockpiling of tojisoi 1 was not practical

in this case. Instead, the Maybe Canyon mine is primarily surfaced with overburden
shales and mudstones.

The objective of this study was to analyze the infiltration rates and soil credi-
bilities of the surface materials on one completed phosphate mine overburden dump.

Secondly, we wished to isolate some specific characteristics which could be used to

identify those strata exhibiting desirable hydrologic properties.

SITE DESCRIPTION

The Maybe Canyon mine, dump No. 2, is located northeast of Soda Springs, Idaho,

(fig. 1). It is approximately 4.9 acres (2.0 ha) in area, has a northeast aspect, and
is at about 7,700 feet (2 350 m) elevation. Slopes on the overburden material range
from 15 to 34 percent. At the time of this study, the dump was approximately 2 years
old, and had only a sparse covering of grass, despite having been machine seeded.

The average annual precipitation is estimated to be 22 inches (56 cm) , 54 percent
of which occurs as snow, the rest predominantly as summer thundershowers . Temperatures
are estimated to range from -42°F to 92°F (-41°C to 33°C) . Winds are predominantly
from the southwest (Jeppson and others 1974)

.

The surface of the overburden dump appears to be composed of natural topsoil. It

contains little rock since the shales and mudstones used to surface the dumps are soft

and subject to rapid decomposition as a result of carbonate leaching. For the sake of
brevity, these surface materials will be referred to as "soils", even though they
exhibit no noticeable pedogenic features.

METHODOLOGY

Organization

Infiltrometer sampling sites consisted of 12 slope-soil combinations each contain-
ing one of four slope categories (15-19 percent, 20-24 percent, 25-29 percent, and 30-

34 percent) and one of three soils which were initially identified only by the Munsell
soil color. The dark soil is a Munsell 10YR3/2 (very dark gray brown); the medium soil

is 10YR5/3 (brown); and the light soil is 10YR6/4 (light yellowish brown). For ease of
discussion, the dark, medium, and light soil type labels have been retained throughout
this paper. Four infiltration runs were made on each slope-soil combination. One slope-

soil combination was not present over a large enough area for four sampling runs; so

the total number of sampling plots was 45 instead of the planned 48.



Figure l.--Map of southeastern Idaho. Heavy lines enclose general phosphate mining areas

(U.S. Geological Survey 1977).

Field Procedure

Infiltration rates were determined using a Nevada type drip infiltrometer, designed
by Meeuwig (1970). All infiltrometer runs were of 30-minute duration, with runoff
samples being collected every 5 minutes. Application intensity was 3.0 inches per hour
(7.6 cm per hour). This intensity was required in order to define an infiltration
curve on the dry soils. ^ Instrument height was 4.0 feet (1.22 m) on the downslope side
with the infiltrometer level.

From each infiltrometer run, six infiltration rates were obtained corresponding
to the 0.042, 0.125, 0.208, 0.292, 0.375, and 0.458 hour times.

^Under natural conditions, overland flow will only occur when the soil surface
layers are saturated. This condition occurs regularly during the spring snowmelt period
or during a rare high-intensity rainstorm.



The weight of soil washed from each plot by raindrop splash and overland flow

uring the 30-minute run is considered an index of soil erodibility (Mccuwig 1970).

unoff water was collected for each plot. A quart sample of thoroughly mixed water

as ovendried and weighed to determine sediment yield. The sediment samples were then

sed as a comparative measure of erosivity.

Concurrent with the infiltrometer runs, soil samples of the surface 4 inches

10.2 cm) were taken to determine bulk density, soil texture (coarse, sand, silt, and

lay percents) , antecedent soil moisture, mineral constituents, and modulus of rupture
udulus of rupture (MOR) is primarily a measure of the crusting potential of a soil (a

igh MOR value indicates strong crusting potential) (Richards 1953).

RESULTS

An X-ray diffraction analysis of the three soils showed no significant differences
mong the three soils for the minerals tested. A one-way analysis of variance (AOV)

f the bulk density, antecedent moisture, percent sand, silt, clay, coarse fraction, and
odulus of rupture indicated that some significant differences did exist among the

hree soils. Bulk density and percent sand were very similar for the three soils and
howed no significant differences. Antecedent moisture, coarse fraction, silt and
lay textural fraction, and modulus of rupture, however, all showed significant diffcr-
nces among the three soil groups at the 0.05 level (figs. 2-5). The dark soil exhibited
hie highest average antecedent moisture content (5 percent), while the light soil had
he lowest (2 percent). The medium soil's antecedent moisture content was similar to the

ight soil's (2.5 percent), but slightly higher.

j

The textural differences were generally small. The light colored soil appears to

ave approximately 15 percent less coarse material (greater than 2 mm in diameter),
lows a corresponding increase in its silt fraction, and a slight increase in its clay
ontent. Other textural categories among the three soils displayed no statistically
Ignificant differences.

Modulus of rupture values displayed clear differences among the three soil types,

le dark soil group exhibited the lowest modulus of rupture, indicating low structural
;:rength in its surface crusts, while the light soil group had the highest average MOR
Hlues. The light soil's MOR values were approximately eight times the dark soil's
I)R values. Modulus of rupture figures for the medium soil type fell midway between
le values of the light and dark soil types.

1

i

Infiltration

I

Morton's (1940) infiltration equation was used to describe the three soils'

iifiltration characteristics because of its accuracy and simplicity of application.



TEXTURAL ANALYSIS, 3 SOILS
AVERAGES, SLOPE CLASSES COMBINED

DARK

MEDIUM
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Figure 2.--Textural analysis of the three soils used to surface the Maybe Canyon mine,

dump No . 2
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Figures 3 to 5. --Physical characteristics of the three soils present on the surface of

the Maybe Canyon mine, dump No. 2.



Morton's equation is:

f = f + (f - f ) e"'^^
t c o c

where

f is the infiltration rate at time t (inches/hour)

f is the initial infiltration rate (inches/hour)
o

f is the infiltration constant (inches/hour)
c

k is the infiltration curve decay factor

t is the time in hours.

The procedure to fit generalized infiltration equations for each slope category
and each soil type was to average the six corresponding infiltration rates produced by

the infiltrometer runs within each group (the six rates corresponded to the 0.042, 0.125,

0.208, 0.292, 0.375, and 0.458 hour times).

This resulted in a set of six average infiltration rates. These averaged rates
were then utilized in a computer solution of Morton's infiltration equation. This was
done for all three soil types and for the four slope classes within each soil type (the

light soil type only ranged over three slope classes).

The dark soil exhibited the highest calculated infiltration constant, with an f
c

of 1.75 inches per hour (4.39 cm/h) , the medium soil group had an average f^ of
1.08 inches per hour (2.74 cm/h), and the light soil reflected the lowest average
infiltration constant of 0.95 inch per hour (2.41 cm/h) (fig. 6).

The fit of the generalized infiltration equations for the three soils was dependent
upon the degree of variability in infiltration rates that particular soil exhibited
with respect to different slopes. All of the soils exhibited trends of decreasing
infiltration constants with increasing slopes (figs. 7, 8, 9). The dark soil group
displayed the greatest variability of infiltration constants among slope classes and
so its generalized infiltration equation had the poorest fit.

The medium soils had a much reduced response, while the light soil type showed
no statistically significant differences of infiltration constants between slope
classes. Because of this slope-induced variation, the r-square values for the three
soil types average infiltration equations were: dark soil, r'^=0.27, medium soil, r^ =

0.84, and light soil, r^ = 0.98.

An analysis of variance (AOV) indicated that significant differences did exist
among the three soils f ' s at o = 0.05. A Duncan's multiple range test did not show
significant differences among any of the three soils f values at 0.05; however, the

dark and light soils f 's were extremely close to being significantly different. The
failure of the multiple range test to reveal significant differences is probably the
result of the less conservative nature of analysis of variance and at least partially
because of the fairly high slope-induced variability of the infiltration rates.
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Figure 6. --Morton's average infiltration equation for three surface soils at the Mayl

Canyon mine, dump No. 2. The dark and medium curves represent 16 infiltrometer rui

of 6 observations each. The light curve represents 13 runs of 6 observations.
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SOIL EROSION

The dark soil eroded least during the 30-minute rur. (2,1 tons/acre; 4.71 MT/ha)

followed by the medium soil (10.1 tons/acre; 22.6 MT/ha) and then the light soil (23.2

tons/acre; 52.0 MT/ha), (fig. 10).
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Figure 10. --Average sediment loss for three soil

types resulting from 3-inch per hour, 30-minute
duration infiltrometer run. A "1-way AOV" and

Duncan's multiple range test indicated that
significant differences are present between the

dark and light soils at a = 0.05.

SOIL TYPES

DARK

MEDIUM

LIGHT

An AOV test and Duncan's multiple range test indicated the erosional losses of the

dark soil were significantly different (at 0.05) from the light soil groups, but that

the medium soil's sediment production was not significantly different from either.

Sediment production varied between slope classes for the dark and medium soils,
although within the range of slopes tested, erosion and slope did not show a reliable
relationship. The light soil type illustrated no significant response of soil loss to

slope.

A cluster analysis was performed using the infiltration constants and the erosiona!

losses from each plot (fig. 11). This test organizes the data into groups of similar
infiltration and erosion rates. The greater the similarity within the calculated group;

the greater the likelihood that real difference among groups exists. The fit of the
data to the calculated groups can be assessed by the cophenic correlation value, which
varies between zero (no correlation of data points) and one (where all the data points
within the clusters are identical). Since the initial stratification of the soils was

based solely on color, this test can be interpreted as a measure of how closely soil

color is indicative of soils having different infiltration and erosion rates.



CLUSTER ANALYSIS
INFILTRATION and EROSION
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Figure 11 . --Euclidian Distance Cluster Analysis of infiltration and erosion rates. The
double line depicts the three clusters which broadly correspond to the dark, medium,
and light soil types. They were orginally stratified on the basis of color.

The cluster analysis depicted three distinct groups with a cophenetic correlation
of 0.85 (a high value, indicating the groups are generally separate and distinctly
different) . These groups broadly correlated with the orginal three groups based upon
soil color. The first cluster was composed of 68 percent dark soil and 32 percent
medium soil. The second cluster was made up of 50 percent medium soil, 45 percent
light soil, and 5 percent dark soil. The remaining cluster was 86 percent light soil

type and 14 percent medium soil type. The observed variability is probably the result
of some mixing of soil types during dump construction and the subsequent unintentional
sampling of those mixtures.

DISCUSSION

The MOR, antecedent moisture, and textural values of the three soils do display
some separate and distinct physical characteristics. Together they tend to separate
the dark and light soils into elemental soil units and indicate that the medium soil

type is probably a mixture of the dark and light.

As regards infiltration and erosion rates, the medium soil type consistently fell

between the dark and the light soils. This, in conjunction with the results of the

cluster analysis, which shov;ed the medium soil was made up of a mixture of dark, light,

and medium soil types, indicates that the medium soil type is probably a mixture of
the dark and light.

The fact that a medium soil group cluster appeared at all in the analysis, indicates
this mixture does have enough unique properties to still be considered a separate soil

group.



The differences between soil types with respect to erosion were inversely correlate!

with infiltration. The light soil's low infiltration rates resulted in higher overland

flow volumes, which in turn transported greater sediment loads. This partially explains

the light soil's ability to produce about 10 times the volume of sediment from the same

infiltrometer storm as did the dark soil.

While color was a useful indication of separate soils in this study, under normal

field conditions it probably would not be a consistently reliable predictor of soil

characteristics. For that reason, a stepwise multiple linear regression was done using

the physical characteristics of the soils in order to try to identify another means of

labeling hydrologically desirable soil types.

The resulting equation for sediment production is:

S = 46.4 (percent silt) + 13.8 (MOR-milli-bars) - 824, r2=0,614

S = Grams of sediment (infiltrometer-based comparison).

This equation provides an objective methodology for ranking any number of soils in

relation to those soils' relative erosivities. Because of the artificial nature of
rainfall simulation, this equation cannot be expected to predict soil losses occurring
from a natural rainfall event. It is intended to display only the relative magnitudes
of differences between the tested soils (under the conditions of an essentially
vegetation-free surface)

.

The inclusion of silt in this instance confirms earlier research which shows
increased susceptibility to erosion with increasing silt content (Packer and Christensen

1977; Farmer and Van Haveren 1971; Wishmeier, Johnson, and Cross 1971).

The MOR test is not reflective of just one specific soil property, but rather is a

response to many soil characteristics. Specifically what MOR is measuring is unknown,
although it has been strongly correlated with high levels of exchangeable sodium and
infiltration rates (Farmer and Richardson 1976).

CONCLUSIONS

1. Different sedimentary strata within the phosphate-bearing formations of south-
eastern Idaho, when used as surfacing material on overburden dumps, exhibit different
infiltration and erosion characteristics.

2. The magnitude of these differences is such that separation and stockpiling of

specific strata for use as surfacing material is a viable consideration.

3. On the Maybe Canyon mine, dump No. 2, the light colored surface material dis-
played a 10-fold difference in erosional losses compared to the dark material [23.2
tons/acre (52 MT/ha) as compared with 2.3 tons/acre (5.2 MT/ha) ] , Infiltration con-
stants for the dark, medium, and light soil types were:

1.73, 1.08, and 0.95 inches per hour (4.39, 2.74, and 2.41 cm per hour).

4. Future comparisons of geologic strata are possible and fairly easily accomplisht

through measurments of the strata's silt percent and modulus of rupture. Both of
these tests are relatively fast and inexpensive (Black 1965)

.

10
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The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 231 million acres, or 85 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.
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are maintained in:

Boise, Idaho
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State University)
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RESEARCH SUMMARY

Little information is available to assess the economic and
environmental feasibility of harvesting timber at more intensive
levels of utilization in steep terrain. In this study in a larch-
fir stand, four levels of wood utilization, ranging from conven-
tional saw log to almost total fiber recovery, were harvested
using running skyline and live skyline yarding equipment. All four
levels of utilization were applied under each of three silvicul-
tural prescriptions--shelterwood, group selection, and clearcut
harvesting.

The general objectives of the study were to determine the

influence of intensive levels of wood utilization upon skyline
system productivity under each silvicultural prescription, and to

determine the important variables influencing rates of production.

The highest average production experienced, in total cubic
feet of fiber removed, occurred in group selection cutting units
for the running skyline yarding downhill in treatment 4--l,047
ftVh (29.3 m^/h) . The least productive logging occurred with
the running skyline logging uphill in shelterwood cutting in

treatment 3— 353 ftVh (10.0 m^/h.

The most important variables influencing rate of production
were yarding distance, lateral yarding distance to the skyline,
and number of pieces per turn, in that order.
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INTRODUCTION

The broad objective of the study on which this report is based was to evaluate
skyline harvesting feasibility (economic and environmental) under the full array of
silvicultural and utilization practices that could be used in managing a larch-fir timber
stand.

Intensive wood utilization would reduce the waste of a valuable resource and extend
an ever-shrinking wood fiber supply. Reductions in land available for growing timber
because of urbanization and removal for other uses such as recreation, wildlife habitat,
and wilderness, come at a time when demand for wood products continues to increase.
Utilization of forest residues, estimated at 6 billion cubic feet (0.17 billion m^)
annually, could increase the total fiber yield by as much as 50 percent on a national
basis.

Intensive wood utilization can have positive or negative environmental impacts,
depending on the level of utilization, harvesting methods, and ecosystem response.
Although some general information is available from past studies about responses--
hydrology, flora, and fauna--the net results of applying increasing levels of timber
utilization have not been adequately determined. Hence, a study was designed for the
larch-fir type in Montana (fig. 1) to monitor biological-ecological responses to an array
of alternative silvicultural and utilization timber harvesting prescriptions.

^>CORAM EXPERIMENTAL FOREST
Kalispell* ^J

\ MONTANA

KEY MAP

Figure 1. --Experi-
mental road and
logging location.

LEGEND :

EXPERIMENTAL ROAD

ABBOT BASIN ROAD --NO. 590. B



Because of the relatively steep slopes (45 to 60 percent) on the study area, cable
yarding was appropriate. Past experience in the Rocky Mountain area has been largely
with Idaho jammers or high- lead systems that require dense road networks because of
limited skidding capabilities--300 to 500 ft (91 to 152 m) for jammer skidding and
slightly more, 400 to 700 ft (122 to 213 m) for high-lead yarding.

For this experimental harvesting study, where one of the objectives was to reduce
environmental impacts, it was decided to use a running skyline system to reduce road
requirements. Road spacing was to be on the order of 1,500 to 2,000 ft (457 to 610 m)

;

thus, the requirement for the basic system was a 1,000-foot (305 m) yarding capability
uphill or downhill. Because of road width limitations and landing restrictions, the

yarding equipment also had to be able to swing logs to the road. This report describes
the logging methods, logging equipment, productivity, and factors affecting productivity.

OBJECTIVES

The specific objectives of the harvesting study were as follows:

1. Determine the influence of successively more intensive levels of wood utili-
zation upon harvesting productivity for skyline systems operating under clearcut,
shelterwood, and group selection silvicultural prescriptions.

2. Identify and quantify the stand and operation variables that significantly
affect harvesting productivity.

3. Develop a statistical data base for estimating system yarding productivity,
given some measure of the important variables describing the harvesting situation.

4. Develop, field test, and demonstrate harvesting practices and techniques that

can improve the efficiency of running skyline systems, and thus enhance the opportunitie
for increased utilization.

In this report, the productivity experienced in each harvesting situation is

presented and identified with the variables that influenced production.

The report further develops and illustrates procedures for estimating yarding turn
time and associated productivity--a major cost determinant for the system.

EXPERIMENTAL HARVESTING UNITS

Logging Area and Blocks

Two blocks of each silvicultural prescription were laid out as shown in figure 1.

In each block, four levels of utilization were prescribed as shown in table 1.

Treatment units run perpendicular to the slope.

The topography is generally steep (45 to 60 percent) and loggable only with cable
equipment. To reduce hydrologic, esthetic, and biological impacts, logging equipment wa

needed that would reduce both the impacts from logging and attendant roads. The system

also had to be portable and relatively easily rigged. The running skyline system was

best for satisfying all of these requirements.



Table 1 . --Logging area treatments and utilization prescriptions

Prescribed
utilization Material removed

Postharvest
treatment

Treatment
designation^

Conventional
sawlog

Close log

util ization,
trees 7 inches
(17.8 cm) d.b.h.

(sawtim.ber

trees)

Close log

utilization,
trees 5 inches

(12.7 cm)

d . b . h . +

Close fiber
utilization,
all trees

Creen and recent dead logs,

to 5-1/2 inch (14 cm) top;

1/3 or more sound

Green logs, to 3 inches x 8

ft (7.6 cm X 2.4 m) ; dead
and down logs, to 3 inches :

8 ft (7.6 cm X 2.4 m), if

sound enough to yard

Green logs, to 3 inches x 8

ft (7.6 cm X 2.4 m) ; dead
and down logs to 3 inches x

8 ft (7.6 cm X 2.4 m) , if

sound enough to yard

Green 1-5 inches (2.5-12.7
cm) d.b.h, material tree
length, in bundles;^ green
trees >5 inches (12.7 cm)

d.b.h., tree length; dead and
down, to 3 inches x 8 ft

(7.6 cm X 2.4 m) , sound enough
to yard

Remaining understory
slashed; broadcast
burned

Understory retained;
left as is

Remaining understory
slashed; broadcast
burned

Remaining understory
slashed; left as is

1

^Treatment designation numbers used in this report are assigned in successive
order of utilization intensity, 1 through 4. They do not correspond to the random
treatment numbers assigned and used on the ground, which appear in various other
reports based on this study site.

^Trees 1-5 inches (2.5-12.7 cm) d.b.h. cut and prebundled prior to logging
activity on the site.

The upper part of blocks 11 and 12, all of 13, and the lower part of 21 were
loggable from Abbott Basin Road 590-B, built in the 1950's (fig. 1). New access was
needed for upper 21, 22, 23, and lower 11 and 12. Whenever it is desired to reduce road
spacings in steep areas, it is usually efficient to gain elevation by switching back at

favorable locations on the terrain and then log with a cable system with a fairly long

reach. Figure 1 shows the new section of road that started from 590-B, near the upper
part of block 11, and switched back on the gentle terrain of broad ridges to gain access
above blocks 21, 22, and 23. A new short section of road was also built to access lower

11 and 12, as shown in figure 1. (A separate report by the author [Gardner 1978]

describes the road portion of the study.)



PLANNING AND CONDUCTING HARVESTING

Equipment

YARDERS

The contractor selected a Skagit GT-3 (fig. 2) to meet the requirements for loggin

Initial logging was done with the GT-5; later, two sides were logged simultaneously whe

a Link Belt 78 Log Mover (fig. 5'J was put on the job. Both yarders had 1,000-foot (305

yarding capability. The Link Belt 78 was rigged as a live skyline using a gravity retu

carriage and, therefore, only able to log uphill. Figures 4 and 5 show how each systen

is rigged and operates (specifications for the yarder are in appendix A)

.

Figure 2. --Skagit GT-3 loca

at fan-shaped set below
block 21.

Figure 3. --Link Belt 78 Lc

Mover logging block 23.



Headspar

Yarder

Drum 1 -- Haulback drum ^

Drum 2-- Main line drum

Drum 3--Slack-pulling drum

''^?i?'?-,°'"-°°

P'igui'e 4. --Running skyline. Drums 1 and 2 on the yarder arc interlocked
for horsepower exchange during yarding operation, drum 3 operates the slack puller.

Headspar

Yarder

Drum 1 -- Skyline drum

Drum 2 -- Main line drum
Tailhold

•-" 7:^^.0 .<

Figure 5. --Live skyline, gravity carriage. The skyline drum is powerci

so skN'line tension can be varied during yarding operation.



LOADERS

Three different types of loaders were used in situations that were normally hot

logging operations (hot logging means skidding, loading, and hauling are going on simul-

taneously). For the first setting (block 21), which was downhill logging in a shelter-
wood cut, a jammer or heel boom loader was used (fig. 6). For all other loading, eithei
a long boom (fig. 7) or a rubber-tired, front-end (fig. 8) loader was used. All loaders

loaded both logs and currently unmerchantable material designated for removal under the

more intensive utilization standards.

^^M

Figure 6. --Heel boom loading

dump truck with residue
from block 21.

Figure 7. --Long boom loader.



Figure 8. --Front-end loader
working with Link Belt

yarder keeping loading
area clear on 14-foot

(4.2 m) road without
landings.

TRUCKS

Because of the large amount of currently nonmerchantable material that had to be

removed to meet the previously discussed utilization standards, dump trucks were used
for hauling this material. Conventional tractor-trailer units were used for the

merchantable material.

Layout and Operation

The layout of blocks is shown in figure 1. Treatment units are numbered (1-4) and

run perpendicular to the slope for clearcut and shelterwood blocks.

Planning logging sets and skyline roads is the key to successful operation of any

cable logging system, particularly live or running skyline systems, which require deflec-

tion for suspension of the haulback line. In the generally uniform terrain (as seen by
the contours in figure 1) of this logging chance, it was usually necessary to rig tail

spar trees for deflection. The number and location of rigged tail spar trees are shown

in table 2. Figure 9 shows a typical rigging, with nylon strap, block, and guylines.

Only 14 of the 69 skyline sets did not require rigging to provide deflection.



Table 2 . --Number of trees rigged when additional deflection was needed

No . of
Direction No. of No,. of No. of trees roads withoi

Block yarded sets roads rigged riggeid tree;

11 up 7 10 9 1

(Selection
cut) down 1 12 5 7

12 up 6 6 6

(Group
selection down 4 5 1 4

cut)

13 up 5 6 6

(Clearcut) -- -- -- — --

21 up 5 10 9 1

(Selection
cut) down 1 6 6

22 up 4 6 5 1

(Group
selection -- -- -- -- --

cut)

23 up 7 8 8

(Clearcut) -- -- -- -- --

Total 40 69 55 14

M^ -V> «-. •'Ji^fJ^^^ '

'* .- • i£- it
'^

ki^-v.,;-
'• ^v-^;5^

•i-'f' 1^-^:* -t
'

Figure 9.--Tvi3ical tail s\

rigging with nylon stra{

block, and guylines.



I'or this study, the position of each sk>-liiie set was located coo|ierat i ve 1>- h\- the
logger and research personnel. I'otential sets were located on the t opo;'. raph i c map and
then investigated in the field. A field crew of two was trained tt) lain levels from the

set (road) to a suitable spar tree. A profile was tlien plotted to show the del'lection

needed to operate the set. A tree was rigged at the height neccssar\- to provide the

deflection. This step was done well aiiead of the logging crew.

Topping of spar trees was deemed essential primaril}' foi- sai"ct\' liecause of the

risk of branches and dead tops shaking loose and dropping to the gi-ound. Also, in tlie

event of tail spar failure, the "radius of danger" would be less. Initiall)-, topping
was performed using about 60 sticks of d)'namite with a I'l-imacoixl belt wrapped around an
18- to 24-inch (45.7 to 56.9 cm) diameter tree. An improvcil tecimi((ue was developed
that utilised six or seven pouches of a liquid/powder mixture with Ik^Ics throug.h cacii

pouch using Primacord like a string of beads. The belt oi" explosives was installed at

the point of topping by a rigger who would climb the tree with conventional pole
climbing apparatus and lower a rope to raise the belt of exjilosives. Then a lengtli oi"

Primacord sufficient to reach the ground was tied to the belt. 1-inally a detonating
cap and a lengtli of fuse were attached to the end of the Primacord tliat reached the
ground. The fuse was of sufficient length to allow all personnel to walk several
hundred feet from the impending blast. Before igniting the fuse, the yarder operator
was contacted by radio, and he activated his whistle-signaling device to warn everyone
in the area of the blast.

The explosion caused a relatively clean, horizontal severance, with a zone of
crushing and ring separation extending no greater than about 12 inches (.SO. 5 cm) from
the cut.

All skyline roads were held to a maximum width of 10 ft (5.05 m) in the shelter-
wood blocks, and in leave strips between grotip selection blocks, to reduce visual
impacts.

Logging for the most part was conducted as a hot logging operation. Landings were
usually not available, with the exception of the downhill yarding in blocks 11, 12, and

21. Downhill yarding from blocks 11 and 12 was to open, near- level areas seen from the
icontours in figure 1. A stretch of wide road between the yarder and block 21 was used
'^s a landing (fig. 5) for downhill yarding in that block. A typical set yarding to the

toad is seen in figure 4. This photogra])h illustrates why the warders were required to

have swing capability so they could land the logs on the road.

ij The yarding crews consisted of the operator, two choker setters, a knot bumper-
':haser, and a side foreman, who supervised both yarding crews. The loading and hauling
ipperations were required to keep logs clear of the yarder. Merchantable material and

^merchantable were separated at the landing by tlie loaders or loaded directl\- to the
'ruck, depending on the situation at the yarder and availability of the trucks. The
isual situation was trucks waiting for loads.

Logging by Utilization Prescription

Recall that the primary purpose of the study was to determine the economic and

nvironmental impacts of different levels of utilization under alternative s i 1 \' i cu 1 tui-a 1

ractices. Previous studies had indicated that it ma>' be jiossiblc to utilize sawtimber
rees down to 5-inch (7.6 cm) diameters in lengths of at least S feet (2.1 m); i.e.,

reatment 5. Treatments 4 and 2 are respect ivel\' more and less intensix'e than 5 to

dequately identify feasibility limits.



Conventional sawlog (l).--In this treatment, the logs were yarded in a conventional
manner with the limbs and top removed. The slash was disposed of by broadcast burning. '

Close log utilization (2, 3). --All of the material was yarded to meet the utiliza-
tion prescriptions as defined in table 1.

Close fiber utilization (4). --In treatment 4, trees were yarded as whole trees (or

as nearly so as possible) and the merchantable logs removed in the conventional manner.
Limbing and topping was accomplished on the landing.

One operation in treatment 4 was unique to this study. The understory trees
designated for removal (1 to 5 inches [2.54 to 12.7 cm]), were cut and bundled by
research crews prior to any logging activity, and subsequently yarded by the contractor.

i

Rope was used to make a bundle the size a choker could handle--about 3 ft (0.9 m) in

diameter and tree length long. A choker was put around the bundle for yarding. Handliri

the understory material in this manner was the only practical way to achieve intensive
fiber recovery because it is not economically feasible to yard very small pieces

individually.

In systems other than clearcutting, it can be difficult to yard material laterally^
Before logging began, it was thought that yarding downhill in selectively cut blocks
could cause serious problems because the load would have to be turned downhill in a

fairly narrow corridor when it reached the skyline road. However, this did not prove
to be as difficult as anticipated.

TIMBER VOLUMES LOGGED
Preharves-t inventory of all material was at a more intensive level than for ordinaMJ

sales because a good estimate of the total biomass was desired for estimating potential
removals. All harvested and removed material was also measured at the landing except
solid volumes for bundled material from treatment 4 that were estimated. Table 3 shows

inventoried and removed volumes by block and treatment. Removals in treatment 4 for

blocks 21 and 22 exceed inventoried estimates. Since removal measurements represent
a 100 percent sample, it is believed they are more accurate. Inventoried merchantable
volumes per acre in treatments varied from approximately 2,050 ft^/acre (140 m^/ha)
(8,660 bd. ft. /acre) to over 6,000 ftVacre (420 mVha) (25,980 bd. ft ./acre) . From a

total volume of fiber removed of 405,879 ft^ (11 494 m^) , 298,455 ft^ (8 452 m^)

(1,292,310 bd.ft.) was merchantable or 74 percent.

HARVESTING PRODUCTIVITY

The differences in timber composition, size, and density among blocks allows for

productivity comparisons only between treatments within blocks. Therefore, conclusionsif

about productivity differences between silvicultural prescriptions should not be attemjti.

Also, the differences in landing conditions along with the above tend to confound
differences between uphill and downhill yarding production.

10



Table 7< . ~-Prehai-vast nnd rcmnvad vo/umcvs (ft'^)

Rlock/t rcatnicnt Ac res Prelia r\est

\'(il lime

Removed
rercciit

remova

1

Subtotal

Subtotal

Subtotal

Subtotal

Subtotal

iSubtotal

'Total

11-1

- 3

-4

12-1

- 5

-4

13-1

-3

-4

21-1

-5

-4

22-1
_ -)

-3

-4

23-1

14.'.) 98,027 21 ,495 2 1 .

9

(>.2 37,32 1 1 7 , 368 1
~

. 3

(). 7 47,603 17,54 5 3(). 9

7. 3 48,854 48,354 '99.0

35. 1 231 ,808 104,7(i2 45.2

2. 3 14.82 3 b , 5 3 7 44. 1

1.7 l(s232 8 ,(>b8 53.4
1.7 14,34 1 10, 107 72. 6

1.9 18,344 1(.,244 88 . 5

7. b 63,740 1 1 , 856 65.7

3.S 26,325 14 ,(.(.8 55.7
3. 2 24,333 18,48 1 7(1.(1

2.9 26,248 9,b7b 3{).'9

5.7 2f), 36b 14,975 56.1
I 3 . b 103,272 57,800 56.0

4.8 31,834 12,539 39.4
4.b 25,056 19,554 78.0
b.7 42,572 30,94b 72.7
5.4 26,881 29,572 11 0.0

21.5 126,34 3 92,bll 73.3

1.3 14,404 7,710 53.5
1.5 14,493 8,231 56.8

1.6 17,029 12,504 73.8

1.6 ll,5b2 11,818 102.2

6.0 57,4 88 40,323 70.1

3.4 54,476 11,34 3 32.9
3.4 25,711 8,721 33.9
5.1 59,414 2b, 738 54.1

4.7 32,002 21,740 67.9
16.6 131,603 b8,54 2 52.1

100.4 714,254 405,879 56 .

8

Tables 4, 5, and 6 summarize data related to each s i 1 v i cul tura 1 s>'stein, includiiii;

licreage, volumes, layout and equipment, and averai^e warding production b} e(iuipiiient

'Lype, treatment, and direction of \'arding. The mean, standard deviation, and standard
'?rror by block and direction of yarding for pieces jier turn, turns per hour, antl pieces
ier hour are summarized in appendix B (table 9).

j
Productivity data were derived from time and motion studies. Tliese studies

'xtended over the entire duration of the logging, covering over 7,200 turns made bv

he running and live skyline systems.
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Table 4 . --Skyline yarding summary—shelterwood units

LOGGING UNITS

Block Bloc k Number Average piece
number size Total volume pieces size

Acres ha Ft^ m' Ft' m'

11 35.1 14.2 104,762 2 967 7,471 14.02 0.397
21 21.5 8.74 92,611 2 623 6,338 14.61 .414

YARDING LAYOUT

Block Number skyline roads Yarding distance
number Uphill Downhill Average Range

Ft Ft

11

21

10

10

12

6

508

557
155

170

0-1,050
25-1,150

0-320
8-550

EQUIPMENT

21 Yarding - Skagit GT-3 rigged as running skyline, yarding uphill and downhill
Loading - Both long boom and front end loader used at times
Hauling - 6.0 M bd.ft. truck and trailers for logs, and 10-yard dumps for

residues

11 Yarding - Skagit GT-3 rigged as running skyline, yarding uphill and. downhill
Link Belt 78 Log Mover rigged as a live skyline, yarding uphill

Loading - Same as Block 21

Hauling - Same as Block 21

AVERAGE PRODUCTION PER HOUR

Treatment System Total volume
Ft-

Conventional saw log (1)

Close log, trees 7"+ (2)

Close log, trees 5"+ (3)

Close fiber (4)

Conventional saw log (1)

Close log, trees 7"+ (2)

Close log, trees 5"+ (3)

Close fiber (4)

Close log, trees 7"+ (2)

Close fiber (4)

Running skyline, uphill
yarding

Running skyline, downhill
yarding

Live skyline, uphill yarding

497

358

353

568

644

561

615

813

321

747

13.6

10.1

10.

1

16.1

18.2

15.9

17.4

23.0

9.1

21.2

^Production per hour includes foreign element delay time occurring within a

turn cycle, but not nonproductive hours for rest breaks, repairs, rerigging, etc.

Foreign element delays are those caused by machines, manpower, materials, or environ-
mental factors.

12



Talkie S . --Skyline yarding sunmiarq--qroup selection unlti

LOGGINC, UNITS

Uock Bl ock Number Aver a -10 pi ece

lumber si :e Tot: il vo lume jiicces s i

:

:c

Acres ha Ft' m^ Ft ni^

12 7.60 3 . 04 41,SS6 I 185 2, (.70 13.(v3 0.44 3

22 6.0 2.40 40,323 1 142 2,SS.S 13.60 .442

YARDING LAYOUT

Uock
lumber Uphi 1

1

Number skyline roads
Oownhi 1

1

Average
Ft

Yarding distanc e

Range
Ft

322 9S 30-760 15-232

524 160 0-1,250 0-381

FiQUIPMENT

Yarding - Skagit GT-3 rigged as running skyline and yarding doivnhill only
Link Belt 78 Log Mover rigged as a live skyline and yarding uphill

Loading - Both long boom and front end loader used at times
Hauling - 6.0 M bd . ft . truck and trailers for logs, aiul 10 yard dumjis for

residues

Yarding - Skagit GT-3 rigged as running skyline and yarding uphill only
Link Belt 78 Log Mover rigged as a live skyline and \'arding uphill

Loading - Same as Block 12

Hauling - Same as Block 12

AVERAGE PRODUCTION PER HOUR
1

1

Treatment System Tot: 1 vo lume

!

Ft^ m^

1

iij)nvent lonal saw
ijOse log, trees
Cjose log, trees
lose fiber

log (1)
7"+ f2)
5"+ (3)

(4)

i^unning skyline,
yarding

uphill 500

590
590

490

14.2
16.7

16.7

1 3 .

9

(nventional saw log (1)

dose log, trees 7"+ (2)

Cjjose log, trees 5"+ (3J
Gose fiber (4)

1

Cinventional saw log (1)

Qose log, trees 7"+ (2)

Cjlose log, trees 5"+ (3)

Cose fiber (4j

Running skyline, downhill
yarding

Live skyline, uphill yarding

826

815

815

1,047

511

469
605

816

23.4
23. 1

23.1

29.7

1 4 . 5

1 3 . 3

17. 1

23.1

See table 4 footnote.

13



Table 6 . --Skyline yarding summary—clearcut units

LOGGING UNITS

Block Bl ock Number Average piece
number SI ze Total vo lume pieces siz e

Acres ha Ft^ m^ Ft^ m'

13 15.60 5.44 57,800 1 637 5,906 14.80 0.419
23 16.6 6.64 68,542 1 941 5,201 13.18 .373

YARDING LAYOUT

Block Number skyline roads Yarding distance
number Uphill Downhil

1

Average Range
Ft Ft

13

23

478 146 50-900 15-274

488 149 0-950 0-290

EQUIPMENT

13 Yarding - Skagit GT-3 rigged as a running skyline and yarding uphill only
Loading - Both long boom and front end loader used at times
Hauling - 6.0 M bd.ft. truck and trailers for logs and 10 yard dumps for

residues

23 Yarding - Link Belt 78 Log Mover rigged as a live skyline and yarding uph
Loading - Same as Block 13

Hauling - Same as Block 13

AVERAGE PRODUCTION PER HOUR

Treatment System Total volume

Conventional saw log (1)

Close log, trees 7"+ (2)

Close log, trees 5"+ (3)

Close fiber (4)

Conventional saw log (1)

Close log, trees 7"+ (2)

Close log, trees 5"+ (3)

Close fiber (4)

Running skyline, uphill
yarding

Live skyline, uphill yarding

Ft'

989

622

850

583

930
503

632
595

28.

17.

24.1

16.5

26.4

14.2

17.9

16.8

^See table 4 footnote.

14



Felling and Bucking

Tinie and motion studies did not include fell in;', and huekin.',. I'roduetion and eost

were estimated for tiie sale, usiny Northern Rei'.ion timlur sale apprai'-al laiides. The
base cost adjusted t"or averaj^e d.h.h., trees/acre, slopi', .md tree defect ua:; .Sll.Sd/vi

bd.ft. [$2. (-1-Vin' ) (1974). This cost was assumed to he a|)|ilicahle to eleai-cnt units
under conventional saw log specification, or treatment 1. It was adiusted foi' the

requ i rt^ment s of tlie other treatments as follows:

+ 32.5 percent for cutting S- to T'-inch (1J.7 to 1 7 . .s cm) tl.h.h. in t rea t iiiLMit 3.

+ 50.1) percent to avoid damaging residual in shelterwood unit.,.

+ 50.(1 percent to avoid damage to adjoining stands near g.roup selection units.
+ 10.0 jiercent foi" limbing to 5-inch ( 7 . d cm) top in treatments _' and 5.

It was assumed tliat production, and therefoi'e cost, would be equal to ki^'gional

averages, with the above added for special treatment requirements.

Comparing observed sawyer production with estimated production shows a slight
overestimat i on in some treatments and underestimation in others, with similar avei'ages:

0.79 M bd.ft./li (5.58 mVh) observed product ie)n rate vs. 0.S7 M bd.ft./h (5.01 m/hl
estimated pi-otiuction rate (table 10 in ajipendix B).

Yarding

The greatest productivity for total solid volumes was from group selection units
using a running skyline logging dowtihi 1

1 -- 1 , 047 ft' (20.0 mM per hour in treatment
4. The least productive logging was in running sk}-line units logging uphill in

shelterwood blocks--product ivity was 555 f t ^ (10.0 m') in treatment 5. factors
affecting productivity are discussed in detail in tlie next section.

j

Nonproductive time--\'arding. --Tlie percentage of total yarding time actually spent

'yarding was estimated for each block from data recorded by research personnel
tal-ile 11, appendix B). These times could be expected to var)- between organizations.

Loading

Time and motion studies were not made for the loading ojicration. However, a I'ecord

vas kept of the number and type of trucks loaded each day. In table 12 (apjK^ndix B)

the mean, standard deviation, and standard error for trucks loaded per da}' are shown

for each operation.

Waiting and loading times for log and dump trucks were recorded for a sample of

ogging sets as shown in table 7.

Hauling

Hauling distance for the dump trucks was approximately 7.5 miles (12.1 km) to the

lisposal area--an average of 1 mile (l.b km) on the new road and ().5 miles (10.1 km)

ff single-lane, unsurfaced road with turnouts (No. 590). Hauling ili stance for the logs

the Columbia Falls, Mont., mill consisted of approximately 1 mile (1.0 km) on the new

oad, 5.S miles (9.5 kmj of single-iane, unsurfaced road with turnouts, 1.5 miles

2.4 kmJ of lane and one-half [20 ft (6.1 m)] gi-avel surfaced, and 10 miles (Id.l km)

f paved, double-lane (U.S. No. 2) for a total of 17.5 miles (27.8 km). A tabulation ot"

ransport mileages for logs and residue and estimated average speed and hours oi' travel

ne way is showri in table 8.
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Table 7 , --Waiting and loading times for log
and dump trucks (in hours)

Log truck:5 Unmerchantabl
Waiting

e trucks
Statistic Waiting Loading Loading

n 32 32 32 32

X 2.43 1.89 1.05 0.86

Sx 1.56 1.18 1.31 1.24

n = number of observations.

X = mean waiting or loading time.

Sx = standard error of the mean.

Table 8. --Transport distances and times for merchantable and residue material

Road section Distance Average speed Hour:

Miles km Mi/h

Residue

km/h

1.6 15 24.1 0.06'

10.4 17 27.4 .38:

New section 590B 1.0

Old section 590B 6.5

Total 0.44'

Logs

New section 590B 1.0 1.6 15 24.1 .06

Old section 590B 5.8 9.3 17 27.4 .34

Country road 1.5 2.4 24 38.6 .34

U.S. No. 2 10.0 6.1 50 80.4 .20

Total 0.67

Nonproductive time is not included.
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FACTORS AFFECTING PRODUCTIVITY

In this stud\', the princijial variables influencing \'ardin>'. werc^ distance, latei'al

distance, slope, volume, number of logs, and Koight in vai'lous conil) i nat i uiis , dejiending

on the equipment and silvicultui'al prescription.

The principal variables influencing tlie pi-oduction oi' logg,in;', systems and e((ii i pinent

are fairly well IsIiovsti from studies conducted over the years. llowevei\ the relative
influence of some variables is still being debated by reseai-chers . Therefore, all ol'

the variables thought to he potentiall}- significant for influencing production were
recorded using a standardized metliodology developed over tlie past several >'ears b\-

Intermountain Station's Engineering Research Work Unit at i5o2eman, Mont.

The final ec(uations for logging production were selected on the basis of the
simultaneous consideration of the following criteria discussed in mon.' detail h)- (libson

[1975 1.

1. R^ or percent of variation explained by the equation.
2. F-ratio for significance of the regression.
3. Standard error of the independent variable (expressed as a percentage of tlie

mean )

.

4. Anal\'sis of residual plots.
5. Subjective consideration of information available to those who may use the

equations for predicting production.

The principal variables retained for each equation as a result of the above criteria
are shouri in table 15 (appendix B) . Also table 14 (appendix R] shows the significance of the
variables. Distance was the major variable influencing jiroduction in ever\- case.

Lateral distance appears in every equation except for the live sk\'l ine in shelterwood
units. All equations are for the conventional logging utilization treatments (1).

ESTIMATING TURN TIME AND PRODUCTIVITY

Harvesting productivity in general, and for the Coram sale in jiart iculai' , was
discussed under harvesting productivity (tables 4, 5, and (V). These statistics are
'useful for comparing production for different utilization standards, and equipment types
'used on the sale. They show what could be expected at other locations with conditioirs

jsimilar to those at Coram, but what about other areas and situations?
J

Regression equations (appendix B, table 15) can be used to estimate ]iroduction when

Information is available about the independent variables. Most of this information is

Ijavailable whenever a sale is prepared or can be derived from timber surveys and topo-

Igraphic maps.

* To facilitate the use of the regression ecjuations and foreign element dela>' times
tierived from the study, tables 15 through 25 in apjicndix B were prepareil. The_\' can be

used to estimate turn time computed from each ec[uation in table 15, appeiulix !•'.

ii

j
To illustrate how productivity can be estimated, the following examples are

presented.
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Computation of Turn Time and Productivity for Assumed Yarding Conditions (all tables
used are in appendix B)

Case 1: Running skyline, shelterwood cut, uphill yarding
--Average yarding distance--500 feet (152 m)

--Average lateral yarding distance--60 feet (18.3 m)

--Average number of logs--4.0
--Average weight of load--2,800 lb (1,270 kg)

--Average piece size--14 ft ^ (0.33 m^)

Estimating Turn Time (T.T.)

from table 15:

Matrix A, factor = 5.87 (extrapolated)
Matrix B, factor = 1.027
T.T. = 5.87 X 1.027 = 6.03 min

from table 22: Percent foreign element = 14.4

T.T. = 6.03 X 1. 144 = 6.72

Estimating Productivity

Turn time = 6.72

from table 23:

4.0 logs, 14 ft^ (0.33 m^) piece size
V = 501 ftVh (14.2 mVhJ (extrapolated)

(These are productive hours for all estimates.)

Case 2: Live skyline, clearcut, uphill yarding
--Average yarding distance--400 feet (122 m)

--Average lateral yarding distance--90 feet (27.4 m)

--Average number of logs--5.0
--Average slope--60 percent
--Average piece size--12 ft^ (0.29 m^)

Estimating Turn Time (T.T.)

from table 21

:

Matrix A, factor = 10. 16 (extrapolated)
Matrix B, factor = 0.612
T.T. = 10. 16 X 0.612 = 6.22

from table 22: Percent foreign element = 10.8

T.T. = 6.22 X 1.108 = 6.89

Estimating Productivity

Turn Time = 6. 89

from table 23:

5.0 logs, 12 ft^ (0.29 m^) piece size
V = 512 ftVhr (14.5 mVhr) (extrapolated)

(These are productive hours for all estimates.)
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SUMMARY AND CONCLUSIONS

For sheltcrwood and group selection units, the euliic foot n)lunie of inatei'ial reiiiovrd

per hour was greatest in treatment l, as would probably have lu-en expeeted. However,

cubic foot volume removed per hour in clearcut units was greatest" in treatiiu-nt 1

(conventional logging). Production per hour was general 1\- greater for all trealnuiit'. in

clearcut units. This ina\' have l.ieen due to greater ease of lalei'al skidding.

Ihe important measured variables influencing turn c\'cles, and tliei'efore production,
were (l) distance, (2) lateral distance, (7~>) slope, (I) number of logs, ( r>

) volume, and

(6J weight. In table 14 (ai)i)endix B), the relative importance of these variables i"or

each harvesting situation is shown b\' their contribution to the correlation coefficient

(R"^). Distance was the most important varial)le in every case, and iatcr/j/ <1 uit.iih:'-

appears in every equation. Number of logs ajijiears in ever)' e(|uation except the lainning

skyline yarding uphill in a shelterwood cut. If information is available for tliese

three variables, a reasonably good estimate of production is ])ossible.

'fhe room to maneuver yarders, trucks, and loaders on tliis sale was rather I'estrictetl

because of the 14-foot f4.3 m), single-lane road, few turnouts, and no planned landings.

In fact, landing construction was prohibited. However, turnouts could be used effec-
tively as could tlic relativel)' flat areas below blocks 11 and 12. These landing areas
in blocks 11 and 12 were undoubtedly partly responsible for the greater jn'oduction

experienced from downhill yarding in these blocks.
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APPENDIX A-YARDER SPECIFICATIONS

GENERAL YARDER SPECIFICATIONS

Skagit CT-5

Dimensions: Boom Height - 58' 6" (II. 7 m")

Working Height - 44' fI3.4 m)

Overall Width - 12' 6" (5.8 m)

Ground Clearance - 1' 4" (0.4 ml

Drum Capacity:

Mains - 1,700' (518 m) - 5/8" (1.6 cm) dia. cable
1,100' (555 m) - 5/4" (1.9 cm) dia. cable

Haulback - 2,400' (752 m) - 5/4" (1.9 cm) dia. cable
2,600' (792 m) - 5/8" (I.O cm) dia. cable

Guyline - 109' (55.2 m) - 1" (2.54 cm) dia. cable

Power Unit - Cummings NH 220 with Allison Torque Converter

Shipping Weight - 95,040 lb (45,110 kg)

Link Belt 11C-78B

Dimensions: Boom Height - 55' 0" (10.7 m)

Working Height - 41' 5" (12.6 m)

Overall Width - 9' 0" (2.7 m)

Minimum Ground Clearance - 0' 10" (2.1 cm)

Drum Capacity:

Skyline - 1,100' (555 m) - 5/8" (1.6 cm) dia. cable

Mainline - 1,500' (596 m) - 1/2" (1.5 cm) dia. cable

Power Unit - General Motors 6V-55

Shipping Weight - 68,775 lb (29,958 kg)





APPENDIX B-PRODUCTIVITY AND STATISTICAL ANALYSIS

Table 9.--rean, standard deviation, and standard error for
pieces per turn, turns per hour, and pieces per hour

D, , 1/
Pieces/turn Turns/hour Pieces/hour

Block-
x^/ Sx Sx

] X Sx Sx X Sx Sx

SKAGIT

21D(S)

IID(S)
2.39
4.37

0.63
.59

0.18
.13

10.64

10.89
2.96

2.90
0.86

.63

25.58
47.09

10.30

11.17
2.97

2.44

21U(;S)

]1U(S)
3.63
3.89

.56

.55

.16

.16

8.82
9.13

3.25
2.40

.60

.62

35.42
34.37

13.15
11.67

2.44
3.01

22U(GS)
12D(GS)

4.74
5.16

.74

.84

.21

.25

6.72
11.23

2.63
2.17

.73

.65

31.79
57.98

13.22

14.63
3.67
4.41

13U[C) 4.47 .61 .14 9.73 1.65 .39 42.40 7.49 1.77

ALL 4.14 1.02 -- 10.12

LINK

6.84

BELT

-- 39.14 14.48 --

22 (GS]

12(GS)
4.60
4.60

1.52

.44

.76

.17

7.82

9.39
2.27

1.24
1.36

.44

38.40
43.46

22 . 35

6.61

11 .17

2.70

lUS) 4.96 .65 .19 7.74 1.97 .57 36.60 10.65 3.08

23(C) 4.89 .96 .19 8.43 2.13 .43 45.71 19.44 5.39

ALL 4.84 .87 -- 8.19 2.04 -- 38.54 13.96 --

- D = downhill yarding, U = uphill yarding, S = shelterwood, GS = group selection,
,, C = clearcut.
- x = mean, Sx = standard deviation, Sx = standard error of the mean.

Table \0. --Falling statistics

Treatment and : Observed : Estimated production
silvicultural cut production rate : rate ba sed on cost

h/M hd. ft. (h/m^) h/M bd. ft. (h/m^)

i/l - CC 0.58 (0.13) 0.58 (0.13)
1 - GS .69 (0.15) .87 (0.19)
1 - SW .93 (0.21) .87 (0.19)
4 - CC .59 (0.13) .77 (0.17)
4 - GS .60 (0.13) 1.06 (0.23)
4 - SW 1.01 (0.22) 1.06 (0.23)
3 - CC .68 (0.15) .82 (0.18)
3 - GS .74 (0.16) 1.11 (0.24)
3 - SW 1.15 (0.25) 1.11 (0.24)
2 - CC .72 (0.16) .64 (0. 14)
2 - GS .81 (0.18) .93 (0.21)
2 - SW 1.21 (0.27) .93 (0.21)

Average .79 (0.17) .87 (0.19)

1/
Basis for estimates.

23



Table 11. --Estimates of productive hours

Block
Percentage of total yarding time

actually spent yarding

11

12

13
21

22

23

Average

0.66
.70

.79

.67

.59

.65

0.67

Table 12. --Loading statistics for each operation

SKAGIT

Trucks loaded per day

Loader Sx Sx

Long boom
Front end

5.00
3.20

2.85

1.57

Trucks loaded per day by class

0.49
.40

Truck Sx Sx

Logs-trailer
Residue-dump

2.35
3.19

1.56

2.29

0.18

.31

LINK BELT

Trucks loaded per day

Loader Sx Sx

Long boom
Front end

3.79
4.44

1.44
2.50

Trucks loaded per day by class

0.33
.59

Truck Sx Sx

Logs-trailer
Residue-dump

2.21

3.23
1.10
1.78

0.21
.33
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Table 13. --Regression equations^ (equations apply to utilization level 1)

Running, Shelterwood , Uphill

LN(TT) = 1.458050
+ (.001) (0.486540) Distance
+ .001145 Lateral Distance
+ (.001) (0.00896) Weight

Running, Shelterwood, Downhill

LN(TT) = 0.676830
+ .000240 (No. Logs) (Lateral Distance)
+ .132343 LN (Distance) - 0.000032 (Slope) (Volume)

Running, Group Selection , Uphill

LN(TT) = 0.580136
- .003076 (Slope)
+ .001928 (Lateral Distance) + 0,191832 LN (Distance)
+ (.00001) (0.400174) (No. Logs) (Weight)

Running, Group Selection, Downhill

LN(TT) = 0.689134
+ .002647 (Lateral Distance)
+ .337807 LN (Distance)
+ (.353655) (0.00001) (No. Logs) (Weight)

Running, Clearcut, Uphill

LN(TT) = 1.089454
+ .019567 (No. Logs) + 0.001065 (Distance)
+ .000617 (Volume) - (0. 001) (0.000545) (Distance)
+ .000043 (Lateral Distance) (Slope)

Live, Group Selection, Uphill

LN(TT) = 1.812551
+ .000940 Distance
- .00950 Slope + 0.001721 Lateral Distance
+ (.00001) (0.277323) (No. Logs) (Weight)

Live, Clearcut, Uphill

LN(TT) = 1.910023
+ .000545 Distance
- .006795 Slope + 0.002118 Lateral Distance
- .4162 (No. Logs) ^

^ LN = natural log. TT = Turn time.
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Table 14. --Independent variables and their contributions to R^ for each
regression equation (equations apply to utilization level 1)

Harvesting situation. : Dependent :

: variable :

Independent variable and contribution to r2

regression equation
Variable : Contribution to r2

: r2 for
: equatior

Running Skyline,
Shelterwood,

Uphill

- LN(TT)
Distance

Lateral Distance
Weight

0.2957
.0135
.0047

0.34

Running Skyline,
Shelterwood,

Downhill
LN(TT)

LN (Distance)
(Slope) (Volume) (-)

(No. Logs) (Lateral
Distance)

.2134

.0353

.0257

.44

Running Skyline,
Group Selection,

Uphill
LN(TT)

LN (Distance)
Lateral Distance

(No. Logs) (Weight)

.3787

.0375

.0348

.68

Running Skyline,
Group Selection,

DovsTihill

Running Skyline,
Clearcut,
Uphill

Live Skyline,
Group Selection,

Uphill

LN(TT)

LN(TT)

LN(TT)

LN(TT)

Slope

LN (Distance)
Lateral Distance
(No. Logs) (Weight)

Distance
(Lateral Distance)

(Slope)

Volume
(Distance)^ (-)

No. Logs

Distance
Lateral Distance

Slope (-)

(No. Logs) (Weight)

Distance
(No. Logs)-l (-)

Lateral Distance
Slope (-)

.0121

.1039

.0715

.0261

.2176

.0478

.0252

.0222

.0160

.2578

.0276

.0270

.0112

.2660

,0476

.0294

.0208

.32

.48

.42

,41

1/
LN = natural log. TT = turn time.
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Table 15. --Turn time prediction factors, running, shelterwood , uphill

Matrix A

Lateral distance ft (m)

10 20 30 40 50 60 70 80 90 100

(3.0) (6.1) (9.1) (12.2) (15.2) (18.3) (21.3) (24.4) (27.4) (30.5)

25 4.350 4.400 4.451 4.502 4.554 4.606 4.660 4.713 4.767 4.822 4.878

(7.6)

125 4.567 4.620 4.673 4.727 4.781 4.836 4.892 4.948 5.005 5.063 5.121

(38.1)

225 4.795 4.850 4.906 4.962 5.019 5.077 5.136 5.195 5.255 5.315 5.376

(68.6)

325 5.034 5.092 5.150 5.210 5.270 5.330 5.392 5.454 5.517 5.580 5.644

(99.1)

425 5.285 5.346 5.407 5.469 5.532 5.596 5.661 5.726 5.792 5.858 5.926

(130.0)

525 5.548 5.612 5.677 5.742 5.808 S.875 5.943 6.011 6.080 6.150 6.221

(160.0)

625 5.825 5.892 5.960 6.028 6.098 6.168 6.239 6.311 6.384 6.457 6.531

(190.0)

725 6.115 6.186 6.257 6.329 6.402 6.476 6.550 6.626 6.702 6.779 6.857

(221.0)

825 6.420 6.494 6.569 6.645 6.721 6.798 6.877 6.956 7.036 7.117 7.199

(252.0)

925 6.740 6.818 6.896 6.976 7.056 7.137 7.220 7.303 7.387 7.472 7.558

(282.0)

1025 7.076 7.158 7.240 7.324 7.408 7.493 7.580 7.667 7.755 7.844 7.935

(312.0)

1125 7.429 7.515 7.601 7.689 7.777 7.867 7.957 8.049 8.142 8.236 8.330

(343.0)

Matrix B

Weight lb (kg)

30 1510 2990 4470 5950 7430 8910 10390 11870 13350 14830

(13.6) (685) (1356) (2028) (2699) (3370) (4042) (4713) (5384) (6056) (6729)

1.000 1.014 1.027 1.041 1.055 1.069 1.083 1.098 1.112 1.127 1.142
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Table 16. --Turn time prediction factors, running, shelterwood, downhill

Matrix A

Lateral distance ft (m)

10 20 30 40 50 60 70 80 90 100

(3.0) (6.1) (9.1) (12.2) (15.2) (18.3) (21.3) (24.4) (27.4) (30.5)

1 1.968 1.972 1.977 1.982 1.987 1.991 1.996 2.001 2.006 2.011 2.015
2 1.968 1.977 1.987 1.996 2.006 2.015 2.025 2.035 2.045 2.054 2.064
3 1.968 1.982 1.996 2.011 2.025 2.040 2.054 2.069 2.084 2.099 2.115

Number 4 1.968 1.987 2.006 2.025 2.045 2.064 2.084 2.104 2.125 2.145 2.166
of 5 1.968 1.991 2.015 2.040 2.064 2.089 2.115 2.140 2.166 2.192 2.218
logs 6 1.968 1.996 2.025 2.054 2.084 2.115 2.145 2.176 2.208 2.240 2.272

7 1.968 2.001 2.035 2.069 2.104 2.140 2.176 2.213 2.251 2.289 2.328
8 1.968 2.006 2.045 2.084 2.125 2.166 2.208 2.251 2.294 2.339 2.384
9 1.968 2.011 2.054 2.099 2.145 2.192 2.240 2.289 2.339 2.390 2.442

10 1.968 2.015 2.064 2.115 2.166 2.218 2.272 2.328 2.384 2.442 2.501

Matrix B

Volume bd.ft. (m^)

5 30 55 80 105 130 155 180 205 230 255

(0.02) (0.14) (0.25) (0.36) (0.48) (0.59) (0.70) (0.82) (0.93) (1.04) (1.16)

-30 1.005 1.029 1.054 1.080 1.106 1.133 1.160 1.189 1.218 1.247 1.277
-25 1.004 1.024 1.045 1.066 1.088 1.110 1.132 1.155 1.178 1.202 1.226
-20 1.003 1.019 1.036 1.053 1.070 1.087 1.104 1.122 1.140 1.159 1.177

Slope -15 1.002 1.015 1.027 1.039 1.052 1.064 1.077 1.090 1.103 1.117 1.130
(per- -10 1.002 1.010 1.018 1.026 1.034 1.042 1.051 1.059 1.068 1.076 1.085
cent) - 5 1.001 1.005 1.009 1.013 1.017 1.021 1.025 1.029 1.033 1.037 1.042

1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

5 .999 .995 .991 .987 .983 .979 .976 .972 .968 .964 .960

10 .998 .990 .983 .975 .967 .959 .952 .944 .937 .929 .922

15 .998 .986 .974 .962 .951 .940 .928 .917 .906 .895 .885

20 .997 .981 .965 .950 .935 .920 .906 .891 .877 .863 .849

• Matrix C

Distance ft (m)

25 105 185 265 345 425 505 585 665 745 825

(7.6) (32.0) (56.4) (80.8) (105) (130) (154) (178) (204) (227) (251)

1.531 1.851 1.995 2.093 2.167 2.228 2.279 2.324 2.364 2.399 2.432
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Table 17. --Turn time prediction factors, running, group selection, uphill

Matrix A

Weight lb (kg)

200 1200 2200 3200 4200 5200 6200 7200 8200 9200 10200

(90.7) (544) (998) (1452) (1905) (2359) (2823) (3266) (3720) (4173) (4627)

1 1.788 1.795 1.802 1.809 1.817 1.824 1.831 1.838 1.846 1.853 1.861

2 1.789 1.804 1.818 1.833 1.847 1.862 1.877 1.892 1.907 1.923 1.938
3 1.791 1.812 1.834 1.856 1.879 1.901 1.924 1.948 1.971 1.995 2.019

Number 4 1.792 1.821 1.850 1.880 1.910 1.941 1.973 2.004 2.037 2.070 2.103
of 5 1.793 1.830 1.867 1.904 1.943 1.982 2.022 2.063 2.105 2.147 2.191

logs 6 1.795 1.838 1.883 1.928 1.976 2.024 2.073 2.123 2.175 2.228 2.282
7 1.796 1.847 1.900 1.954 2.009 2.066 2.12S 2.185 2.248 2.311 2.377
8 1.798 1.856 1.917 1.979 2.043 2.110 2.178 2.249 2.323 2.398 2.476

9 1.799 1.865 1.934 2.004 2.078 2.154 2.233 2.315 2.400 2.488 2.579
10 1.801 1.874 1.951 2.030 2.113 2.199 2.289 2.383 2.480 2.581 2.687

Matrix B

Lateral Distance ft (m)

10 20 30 40 50 60 70 80 90 100

(3.0) (6.1) (9.1) (12.2) (15.2) (18.3) (21.3) (24.4) (27.4) (30.5)

22 .935 .953 .971 .990 1.009 1.029 1.049 1.070 1.090 1.112 1.133

27 .920 .938 .956 .975 .994 1.013 1.033 1.053 1.074 1.095 1.116
32 .906 .924 .942 .960 .979 .998 1.017 1.037 1.057 1.078 1.099
37 .892 .910 .928 .946 .964 .983 1.002 1.021 1.041 1.062 1.082

Slope 42 .879 .896 .913 .931 .949 .968 .987 1.006 1.025 1.045 1.066

(per- 47 .865 .882 .899 .917 .935 .953 .972 .990 1.010 1.029 1.049

cent) 52 .852 .869 .886 .903 .921 .938 .957 .975 .994 1.014 1.033

57 .839 .856 .872 .889 .906 .924 .942 .960 .979 .998 1.018

62 .826 .842 .859 .876 .893 .910 .928 .946 .964 .983 1.002

67 .814 .830 .846 .862 .879 .896 .914 .931 .949 .968 .987

72 .801 .817 .833 .849 .866 .882 .900 .917 .935 .953 .972

Matrix C

Distance ft (m)

50 170 290 410 530 650 770 890 1010 1130 1250

(15.2) (51.8) (38.4) (125) (162) (198) (235) (271) (308) (344) (381)

2.118 2.678 2.967 3.171 3.331 3.464 3.579 3.679 3.770 3.852 3.927
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Table 18. --Turn time prediction factors, running, group selection, downhill

Matrix A

Weight lb (kg)

250 1150 2050 2950 3850 4750 5650 6550 7450 8350 9250
(113) (526) (930) (1338) (1746) (2155) (2563) (2971) (3379) (3788) (4196)

2 0.503 0.506 0.509 0.513 0.516 0.519 0.522 0.526 0.529 0.533 0.536
3 .503 .508 .513 .518 .523 .528 .533 .538 .543 .549 .554
4 .504 .510 .517 .523 .530 .537 .544 .551 .558 .565 .572

Number 5 .504 .512 .521 .529 .537 .546 .555 .564 .573 .582 .591
of 6 .505 .514 .524 .534 .545 .555 .566 .577 .588 .599 .611
logs 7 .505 .517 .528 .540 .552 .565 .577 .590 .604 .617 .631

8 .506 .519 .532 .546 .560 .574 .589 .604 .620 .636 .652
9 .506 .521 .536 .551 .567 .584 .601 .618 .636 .655 .674

10 .506 .523 .540 .557 .575 .594 .613 .633 .653 .674 .696
11 .507 .525 .544 .563 .583 .604 .625 .648 .671 .695 .719

Matrix B

Distance ft (m)

180 240 300 360 420 480 540 600 660 720 780

(54.9) (73.2) (91.4) (110) (128) (146) (165) (183) (201) (219) (238)

10 5.934 6.540 7.052 7.499 7.900 8.265 8.600 8.912 9.204 9.478 9.738
(3.0)

20 6.093 6.715 7.241 7.701 8.112 8.487 8.831 9.151 9.450 9.732 9.999
(6.1)

30 6.257 6.895 7.435 7.907 8.330 8.714 9.068 9.396 9.704 9.993 10.267

(9.1)

40 6.424 7.080 7.634 8.119 8.553 8.948 9.311 9.649 9.964 10.261 10.543
;;"""" (12.2)

(m) 50 6.597 7.270 7.839 8.337 8.783 9.188 9.561 9.907 10.232 10.537 10.826
(15.2)

60 6.774 7.465. 8.049 8.561 9.018 9.434 9.817 10.173 10.506 10.819 11.116

(18.3)

70 6.955 7.665 8.265 8.790 9.260 9.688 10.081 10.446 10.788 11.110 11.414
(21.3)

80 7.142 7.871 8.487 9.026 9.509 9.947 10.351 10.726 11.077 11.408 11.720
(24.4)

90 7.333 8.082 8.715 9.268 9.764 10.214 10.629 11.014 11.374 11.714 12.035

(27.4)

100 7.530 8.299 8.948 9.517 10.026 10.488 10.914 11.309 11.679 12.028 12.357

(30.5)

Lateral
distance
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Table 19 . --Turn time prediction factors, running, clearcut , uphill

Matrix A

Volume bd.ft. (m^)

25 45 65 85 105 125 145 165 185 205

(0.11) (0.20) (0.29) (0.38) (0.48) (0.57) (0.66) (0.75) (0.84) (0.93)

3.212 3.252 3.293 3.334 3.375 3.417 3.460 3.503 3.579 3.591

3.483 3.527 3.571 3.615 3.660 3.706 3.752 3.799 3.846 3.894

3.747 3.794 3.842 3.889 3.938 3.987 4.037 4.087 4.138 4.190

4.000 4.050 4.101 4.152 4.204 4.256 4.309 4.363 4.417 4.473

4.237 4.289 4.343 4.397 4.452 4.508 4.564 4.621 4.678 4.737

4.452 4.507 4.563 4.620 4.678 4.736 4.796 4.855 4.916 4.977

4.641 4.699 4.758 4.817 4.877 4.938 4.999 5.062 5.125 5.189

4.800 4.860 4.921 4.982 5.045 5.108 5.171 5.236 5.301 5.367

4.926 4.988 5.050 5.113 5.177 5.242 5.307 5.373 5.440 5.508

5.016 5.079 5.142 5.206 5.271 5.337 5.403 5.471 5.539 5.608

5.067 5.130 5.194 5.259 5.325 5.391 5.459 5.527 5.596 5.665

Matrix B

Lateral distance ft (m)

30 40 50 60 70 80 90 100

(9.1) (12.2) (15.2) (18.3) (21.3) (24.4) (27.4) (30.5)

5

(0.02)

60
(18.3^

3.172

145

(44.2^

3.440

230

(70.1

3.701

315
(96.0^

3.951

istance
ft

400

(122)

4.184

(m)
485

(148)

4.397

570

(174)

4.584

655

(200)

4.741

740

(226)

4.866

825

(251)

4.954

910

(277)

5.005

Slope
(per-

cent)

10 20

(3.0) (6.1)

20

25

30

35

40

4 5

50

55

60

1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000
1.000

1

1.020

1.009
1.011
1.013

1.017

1.022
1.026

1.015 1.031
1.017 1.035
1.020 1.039
1.022 1.044
1.024 1.048
1.026 1.053

2 3

1.040 1.060

1.026
1.033
1.039
1.046
1.053
1.060
1.067
1.074
1.080

1.035
1.044

1.053
1.062
1.071

1.080
1.090
1.099
1.109

1.044

1.055
1.067

1.078
1.090
1.102

1.113
1.126
1.138

1.053
1.067
1.080

1.095
1.109

1.123
1.138

1.152
1.167

1.062

1.078
1.095

1.111
1.128

1.145
1.162

1.180
1.198

.071

.090

.109

.128

.148

.167

.188

.208

.229

1.080
1.102
1.123
1.145
1.167
1.190

1.213
1.237

1.261

1.090
1.113

1.138
1.162
1.188

1.213
1.240
1.267
1.294

Matrix C

Number of logs

4 5 6 7 8 9 10

1.081 1.103 1.125 1.147 1.169 1.193 1.261
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Table 20. --Turn time prediction factors, live, group selection, uphill

Matrix A

Lateral distance ft (m)

10 20 30 40 50 60 70 80 90 100

(3.0) (6.1) (9.1) (12.2) (15.2) (18.3) (21.3) (24.4) (27.4) (30.5

40 4.189 4.262 4.336 4.411 4.488 4.566 4.645 4.726 4.808 4.891 4.976
45 3.995 4.064 4.135 4.207 4.280 4.354 4.430 4.506 4.585 4.664 4.745

Slope 50 3.810 3.876 3.943 4.012 4.081 4.152 4.224 4.297 4.372 4.448 4.525

(per- 55 3.633 3 . 696 3.760 3.825 3.892 3.959 4.028 4.098 4.169 4.242 4.315
cent) 60 3.464 3.525 3.586 3.648 3.711 3.776 3.841 3.908 3.976 4.045 4.115

65 3.304 3.361 3.419 3.479 3.539 3.601 3.663 3.727 3.791 3.857 3.924
70 3.150 3.205 3.261 3.317 3.375

Matrix

3.434

B

3.493 3.554 3.615 3.678 3.742

Weight lb (kg)

75 875 1675 2475 3275 4075 4875 5675 6475 7275 8075

(34.0) (397) (760) (1123) (1486) (1848) (2211) (2574) (2937) (3300) (3663)

1 1.000 1.002 1.005 1.007 1.009 1.011 1.014 1.016 1.018 1.020 1.023

2 1.000 1.005 1.009 1.014 1.018 1.023 027 032 1.037 041 1.046

3 1.001 1.007 1.014 1.021 1.028 1 . 034 041 048 1.055 062 1.069

4 1.001 1.010 1.019 1.028 1.037 1.046 056 065 1.074 084 1.094

Number 5 1.001 1.012 1.023 1.035 1.046 1.058 070 082 1.094 106 1.118

of 6 1.001 1.015 1.028 1.042 1.056 1.070 084 099 1. 114 129 1.144

logs 7 1.001 1.017 1.033 1.049 1 . 066 1.082 099 116 1.134 152 1.170

8 1.002 1.020 1.038 1.056 1.075 1.095 114 134 1.154 175 1.196

9 1.002 1.022 1.043 1.064 1.085 1.107 129 152 1.175 199 1.223

10 1.002 1.025 1.048 1.071 1 . 095 1.120 145 170 1.197 224 1.251

11 1.002 1.027 1.052 1.078 1.105 1.132 160 189 1.218 248 1.279

12 1.002 1.030 1.057 1.086 1.115 1.145 176 208 1.240 274 1.308

Matrix C

t Distance ft (m)

50 125 200 275 350 425 500 575 650 725 800

(15.2) (38.1) (61.0) (83.8) (107) (130) (152) (175) (198) (221) (244)

1.048 1.125 1.207 1.295 1.390 1.491 1.600 1.717 1.842 1.977 2.121
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Table 21. --Turn time prediction factors, live, clearcut , uphill

(m)

Matrix A

Lateral distance ft (m)

10 20 30 40 50 60 70 80 90 100

(3.0) (6.1) (9.1) (12.2) (15.2) (18.3) (21.3) (24.4) (27.4) (30.5)

10 6.790 6.935 7.084 7.236 7.390 7.549 7.710 7.875 8.044 8.216 8.392
(3 . 0)

90 7.093 7.245 7.400 7.558 7.720 7.885 8.054 8.226 8.402 8.582 8.766
(27.4)

170 7.409 7.567 7.729 7.895 8.064 8.236 8.413 8.593 8.777 8.965 9.157
(51.8)

250 7.739 7.905 8.074 8.247 8.423 8.604 8.788 8.976 9.168 9.364 9.565
(76.2)

330 8.084 8.257 8.434 8.614 8.799 8.987 9.179 9.376 9.577 9.781 9.991
(101)

410 8.444 8.625 8.810 8.998 9.191 9.387 9.588 9.794 10.003 10.217 10.436
(125)

Distance
^^^ 8.820 9.009 9.202 9.399 9.600 9.806 10.016 10.230 10.449 10.637 10.901

(149)

570 9.214 9.411 9.612 9.818 10.028 10.243 10.462 10.686 10.915 11.148 11.387

(174)

650 9.624 9.830 10.041 10.255 10.475 10.699 10.928 11.162 11.401 11.645 11.894

(198)

730 10.053 10.268 10.488 10.713 10.942 11.176 11.415 11.660 11.908 12.164 12.425

(223)

810 10.501 10.726 10.955 11.190 11.429 11.674 11.924 12.179 12.440 12.706 12.978

(247)

890 10.969 11.204 11.444 11.689 11.939 12.194 12.455 12.722 12.994 13.272 13.557

(271)

970 11.458 11.703 11.954 12.209 12.471 12.738 13.010 13.289 13.573 13.864 14.161

(296)

Matrix B

Number of logs123456789 10

45 0.486 0.598 0.641 0.664 0.678 0.687 0.694 0.699 0.703 0.707
Slope 50 .470 .578 .620 .642 .655 .664 .671 .676 .680 .683

(per- 55 .454 .559 .599 .620 .633 .642 .648 .653 .657 .660

cent) 60 .439 .540 .579 .599 .612 .621 .627 .631 .635 .638

65 .424 .522 .560 .579 .592 .600 .606 .610 .614 .617

70 .410 .505 .541 .560 .572 .580 .586 .590 .593 .596
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Table 22. --Total foreign element statistics . (Foreign elements are

delays attributed to machines , manpower, material , and environmental factors)

System
Turns with

foreign elements

Av. total foreign
element time in

turns with foreign
elements

Av. foreign
element time
for all turns

Percent Minutes Percent

Running Skyline
Shelterwood
Uphill

30.6 28.0 14.4

Running Skyline
Shelterwood
Downhill

27.7 23.7

Running Skyline
Group Selection
Uphill

40.7 2.5 26.3

Running Skyline
Group Selection
Downhill

14.7 2.2 6.4

Running Skyline
Clearcut
Uohill

15.7 3.0

Live Skyline
Group Selection
Uphill

10. 11.0 27.8

Live Skyline
Clearcut
Uphill

19.6 3.: 10.8
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The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific icnowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 231 million acres, or 85 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with Montana

State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the Univer-

sity of Idaho)

Provo, Utah (in cooperation with Brigham Young

University)

Reno, Nevada (in cooperation with the University

of Nevada)
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RESEARCH SUMMARY
This report describes a new multiprobe freeze method for

determining salmonid redd sediment particle size distribution.
This method will collect salmonid eggs and alevins in the redd at

any stage of development, any air or water temperature, any stream
depth, and determine their horizontal and vertical location. This
method allows larger size samples to be collected which can help
improve our understanding of embryo and alevin survival rates and
causes of their mortality.

This substrate freeze method differs from the x^ast freeze
methods that expanded CO2 liquid to atmospheric pressure. This
method expands CO9 to a pressure of 78 psia (a boiling liquid - gas

medium) which provides a higher heat transfer because of the better
control of gas use, higher cooling efficiency, and fewer clogging
problems. A field test is described where the ratio of COo consumed
to redd materials lifted was 0.34 lb CO2 per 1 lb of redd material.
A complete step-by-step description of the methodology is given
with a listing of parts, materials, and suppliers.

The use of trade, firm, or corporation names in this publication is

for the information and convenience of the reader. Such use does not

constitute an official endorsement or approval by the U.S. Depart-

ment of Agriculture of any product or service to the exclusion of

others which may be suitable.
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INTRODUCTION

Large increases in sediment loads in stream channels can create i iit nl ei-abl e

:hanges to material size composition of salmonid spawning artvis (Platts and Mcgahaii

L975) . The more commonly used metiiods to detect and determine the iiiagiiitude of these
.ntolerable changes are, however, often inadequate.

The metal core tube (McNeil 1964), which is primarily used in Idaho and other
ireas in the Pacific Northwest, does not determine the vertical and hori"oiital

stratification of the redd sediment particle size distribution, iiu'refore, this
lethod could be biased in determining the true effects of sediments on embryo ami

ilevin survival. Salmonid embryo and alevin survival rates have usually been estimated
)y sampling stream channel materials vvitli b- to 12-inch (1S2 to SOS mm) tube core
samplers. The substrate particle size distribution of the samples collected is then
ised to estimate potential survival rates. These estimates may not be accurate
)ecause the sediment particle size is (1) limited to the size the coring tube can

mease, (2) the sample is completely mixed so no interpretation can be made of verti-
;al and horizontal differences in particle size distribution, (S) the sampling depth
.s limited by both water depth and the length of tlie collector's arm, (4) t!ie core
:ube can push larger particle sizes out of the collecting area, (S) suspended sediments
.n the core can be lost, and (6) the individual sample size is limited to the core
;ube diameter. Therefore, the core samples collected may be biased to certain particle
sizes.

This report describes a new freeze sampling method similar to those developed by

^alkotten (197b) and Lotspeich and Reid (in press). Walkotten (197b) originally
leveloped the freeze core method to lessen the biases previously discussed in samp-

.ing channel sediments. Our recent unpublished work, as well as Ringler's (1970),
;omparing the tube core sampler with the freeze core sampler, suggests, however, that

;he single probe method may be biased toward larger size sediment particles. We

)elieve one of the main reasons for this bias is that the freeze probe collects
.arger size particles on the core perimeter more readily than it collects smaller
size particles. The smaller size particles may fall off in a higher weight ratio
luring core extraction. Lotspeich and Reid (in press) have attempted to solve

some, of these problems by using three freeze probes instead of one. Our new method
lelps eliminate tlie perimeter bias by allowing a much larger sample to be taken. The

)revious methods also have a tendency to take uneven amounts of substrate in the

vertical direction, thus collecting more sediment at one depth than another. The

lew system takes a uniform sample.

The new method, as does the methods used by Walkotten (197b) and Lotspeich
md Reid (in press) allows collection of the eggs and alevins in the redd at any
stage of development, will function at any air or water temperature or stream depth,

md will determine the horizontal and vertical location of the eggs and alevins.

rhe new system uses CO2 more efficiently and alleviates problems of clogging from
Iry ice. The method will take a sample of any size that can be lifted and transported
md will allow the complete redd or selected parts of the redd to be analyzed in the

Laboratory in a near natural condition. The method has the potential for improving

)ur estimates of embryo and alevin survival rates and identifying causes of their

lortality.



WATER-SUBSTRATE COOLING REQUIREMENTS

The actual cooling requirements were estimated for freezing a 24 by 48 by 18-

inch (0.61 by 1.22 by 0.46 m) substrate sample. The following assumptions were made
in calculating the requirements:

a. There is no appreciable water circulation in the sample.

b. The water temperature remains constant at 40°F (4.5°C).

c. The average temperature of the frozen sample is 0°F (-18°C).

d. The average dry sample density is 115 Ib/ft^ (1.85 g/cm^)
(Terzaphi and Peck 1948).

e. The unit density of the solids is 165 Ib/ft^ (2.65 g/cm^)

(Terzaphi and Peck 1948).

f. Two inches (5 cm) of the periphery of the sample is rock with very
little ice or fine sediment because the rock may be frozen to the sample
on one side only.

The constants used in calculating the cooling requirements were taken from
Baumester (1967).

Specific heat (Cp)

C water = 1 Btu/lb (4.18 J/g°K)

C ice = 0.48 Btu/lb (2.01 J/g°K)

C rock = 0.20 Btu/lb (0.84 J/g°K)

Heat of fusion

Water = 144 Btu/lb (355 J/g)

The approximate percent voids in the sample which are filled with water are
determined by the following equation (Terzaphi and Peck 1948) :

vd
n = 1 - ^—

ys

where
n = percent porosity

yd = unit dry weight

ys = unit solid weight

n = 1 - (1.85/2.65) = 0.30 or 30 percent voids.

Sample weight is calculated as follows:

weight of rock (W ) = (volum.e of sample) (dry density)

W^ = (2) (4) (1.5) (115)

W = 1,380 lb or 626 kg

2



weight of water (W ) = (volume of sample w/ice) (porosity) (water density]

W = (24-4) (48-4) (18-2) (0.3) (62.4)/l,728
w

W = 152 lb or 69 kg
w

Calculations for the cooling requirements are shov\m tie low:

Cooling water and rock to 0°C plus ice:

Water 40° to 52°F (4.5° to 0°C)

AH - (W ) (C ) (At)
Vi/ pw

(152) (1) (8)

1,216 Btu or 1.28 MJ

Water to ice AH = (W ) (heat of fusion)
w

(152) (144)

21,888 Btu or 23. 1 MJ

Rock 40° to 32°F (4.5° to 0°C)

AH = (W ) (C ) (At)
r pr

= (1,380) (0.2) (8)

2,208 Btu or 2.33 MJ

Total to freeze = 25,312 Btu or 26.7 MJ

Cooling ice and rock to 0°F (-18°C)

:

Ice 32° to 0°F (0° to -18°C)

AH = (W ) (C . ) (At)
w pi

= (152) (0.48) (32)

2,335 Btu or 2.46 MJ

Rock 32° to 0°F (0° to -18°C)

AH = (W ) (C ) (At) /I, 000
r pr

(1,380) (0.2) (32)

8,832 Btu or 9.3 MJ

Total 32° to 0°F (0° to -18°C) = 11,167 Btu or 11.7b MJ

TOTAL COOLING REQUIREMENT

40° to 0°F (4.5° to -18°C) 36,479 Btu or 38.47 MJ



The cooling available from liquid CO2 is approximately 80 Btu/lb (0.186 MJ/kg)

from heat of vaporization and 22 Btu/lb (0.051 MJ/kg) from heat absorbed between -11°F

and -0°F (-79°C and -18°C) for a total of 102 Btu/lb (0.237 MJ/kg) (Ashrae 1972).

The amount of liquid CO2 was calculated, assuming 70 percent efficiency, as follows:

kg of CO2 = (36,479) (102) (0.7) = 510 lb or 232 kg

If the conditions described in the paragraph above could be maintained, then the

CO2 consumption per kg of dry sample would be approximately 0.368 lb C02/lb sample

(0.368 kg C02/kg) or about 25 percent of the CO2 necessary in Walkotten's (1976) system.

Three variables can cause large discrepancies in the cooling values calculated
above. The first is water temperature. If the water temperature was 59°F (15°C)

instead of 40°F (4.5°C), the CO2 required for cooling would increase 22 percent. The

second variable affecting the CO2 requirement is the amount of water circulated
through the sample area. As an example, a volume flow rate of 1.05 ft^/min
(494 cmVs), which would be equivalent to a velocity of 0.02 ft/s (0.61 cm/s)
through the void area in the sample, could add 28,156 Btu (29.7 MJ) of heat to the
sample with a 7,2°F (4°K) temperature change in 1 hour. The above velocity would be

about 1/100 of normal stream velocity. If very rapid cooling cannot be achieved
within 10 minutes, the surface water circulation needs to be reduced to near zero--
if possible. The third variable is the cooling efficiency of the CO2. At least 70

percent of the CO2 cooling capacity should be released into the sample.

DESCRIPTION OF NEW METHOD

CO2 Liquid-Gas Phase
The freeze methods used today (Walkotten 1976; Lotspeich and Reid, in press)

expand CO2 liquid to atmospheric pressure pr.oducing a gas of -110°F (-78°C). This
causes large amounts of solid CO2 (dry ice) to form. Dry ice is a poor heat transfer
medium and as it builds up in the probe it decreases the cooling capacity of the expand-
ing CO2 . Our new method expands CO2 to a pressure of 78 psia (540 kPa) producing a temp-

erature of -68°F (-55°C). At this temperature CO2 is a boiling liquid-gas medium which
provides a much higher rate of heat transfer than dry ice. Initially, the heat trans-
fer rate is less because of the higher temperature (-68°F or -55°C) of the liquid-gas
rather than gas at atmospheric pressure (-110°F or -78°C). Liquid CO2 allows for
better gas control, higher cooling efficiency, and fewer clogged probes and lines by
dry ice.

CO2 in the System
A schematic of the system and probe layout is provided in figures 1 and 2. The

tanks containing the CO2 are stationed on the bank. The CO2 in these tanks is

maintained under a pressure of 500 to 850 psia (3.45 to 5.85 MPa) depending on ambient
temperature. The tanks release CO2 through high pressure hoses to a distribution
manifold where it is filtered. The CO2 then flows through opened throttle valves
attached to each of the four rows of probes and enters the first probe in each row.

These probes rapidly fill with CO2 liquid and the overflow travels into the next
probe in each row. This procedure is repeated until all probes are filled. The
excess CO2 leaves the last probe through an adjustable relief valve. The liquid is

then throttled to a pressure of 79 to 84 psia (540 to 580 kPa) providing a temperature
of -68°F (-55°C). By maintaining CO2 in liquid form all the available heat of
vaporization for cooling the sample is used. This represents nearly 80 percent of
the cooling capacity of the 002-

m



Figure 1. --Layout of sediment freeze probes and CO2 gas line distribut ion ,

CO2 SUPPLY NTERMEDIATE

PROBE
NYLON TUBING

THROHLE VALVE

RELIEF VALVE —«>^=H

UPSTREAM PROBE

PROBE INSULATION

RELIEF VALVE

PRESSURE GAGE

DOWNSTREAM PROBE

CO2 LI QUID LEVEL

Figure 2. --Drawing of freezing probe schematic under operation.



A pressure gage located on the last probe in each row monitors the CO2 pressure.
The throttle and relief valves are adjusted to maintain the desired pressure in the
system and minimize the loss of CO2 through the relief valve. A second relief valve
is positioned on the first probe to relieve excessive pressure (over 100 psi) if

blockage should occur in intermediate probes. Such a blockage could allow full tank
pressure to be applied to the probes ahead of the blockage.

Maximum efficiency in this system requires the liquid and gas CO2 to be held at

a uniform pressure and therefore, temperature, while it continually circulates in the

tubes and probes providing the turbulence necessary for efficient heat transfer. Also,

the probes are insulated above the stream channel to reduce cooling losses to water
and air. A uniform probe wall temperature is maintained because the CO2 is at a

constant temperature for a given operating pressure.

Probe and Water Flow Shield

The probes are driven into the riverbed to the desired freezing depth exposing
the CO2 cooled probe wall directly to the substrate. The probes are arranged in

four rows of eight probes each and spaced 6 inches (15.2 cm) apart so that an area
2 by 4 ft (0.61 by 1.22 m) will be frozen. This provides good control of CO2 con-

sumption but requires 1 to 1-1/2 hours freezing time. The water circulation must be

reduced to low flows for complete freezing to take place. To reduce water circula-
tion, a metal shield and canvas was worked into the streambed around the probes. If

high water temperatures become a problem they can be overcome by using more CO2 and
extending the time of CO2 circulation.

DESCRIPTION OF EQUIPMENT

Probes and Caps
The probe and cap construction is shown in figures 3 and 4. The brass flanges

were wetted over the entire joint area while being soldered to the top of the
probe. This required pretinning the inside of the flange and the outside of the

probe. The probe parts not used directly for freezing were insulated with Cell-0-
Flex pipe and insulation. DWV pipe was installed loosely over the probe and held
in place with spacers. With the bottom cap removed, insulation was poured between
the pipe and probe.

Three different probe cap configurations were used depending on the location
of the probes (fig. 5). The basic cap consists of a piece of brass hex machined
to the dimensions shown in figure 4. The copper tube is on the inlet side of the
cap. The caps for the upstream probe in each row have a 1/4-inch (6.35 mm) hydraulic
swivel fitting, a throttle valve, and a relief valve connected to the inlet side of
the cap. The downstream cap in each row has 100 psia (0.689 MPa) gage and a relief
valve on the outlet side of the cap. All other cap connections have tube fittings as

indicated. The probes are connected with flexible nylon tubing rated for 700 psia
(4.83 MPa). The downstream probe in each row has a 1/8-inch (3.3 mm) stainless steel

clad thermocouple mounted on it to record probe wall temperatures. The thermocouple
is equipped with a standard plug near the top of the probe.
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Figure 3. --Details of freezing probe,
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Figure 4. --Details of probe cap and flange.



1/4" HYDRAULIC

SWIVEL FITTING

OUTLET PRESSURE

RELIEF (65 - 70 psi

INLET PRESSURE

RELIEF (100 ps

INLET PROBE CAP

100 psi GAGE

— OUTLET PROBE CAP

RETAINING PIN

* PROBE CAP BOLT

RETAINING PIN,

(NEAR INLET CONNECTIONS LEGRIS TUBE FITTINGS

NTERMEDIATE PROBE CAP

Figure 5. --Probe cap fittings.

CO2 Supply System
The CO2 tanks are held in tilting frames so the outlet is lower than the rest of

the tank, thus eliminating the need for siphons. The tanks are connected with T-

fittings and 12-inch (30.5 cm) lengths of 1/4-inch (6,5 mm) hydraulic hose. A gage
measuring at least 1,000 psia (6.89 MPa) is mounted between the tanks and the main
supply hose. The main supply hose is SAE 100R3 5/8-inch l.D. hydraulic hose. A

shut-off valve and the measuring gage are mounted on the end of the hose. The hose
and valve connect to a manifold which distributes the CO2 through four wire screen
filters to an 18-inch (45 cm) SAE 100R5 hydraulic hose connected to the probe
throttle valves. All hoses and fittings are exposed to full tank pressure during
operation. The gage readings determine if the CO2 is flowing normally.

Lifting Apparatus
Figure 6 describes the ice anchors used to lift the sample. Figure 7 shows the

aluminum tripod lifting frame extracting the sample. The telescoping legs arc

adjustable to fit variation in streambed contour (fig. 7 and 8). The frame lifting

capacity is 5,000 lb (2 268 kg).
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ANCHOR POINT

LIFTING EYE

5/8- 11 "NATIONAL
COARSE THREADS

TOOL STEEL, HEAT TREAT

TO Rc50 - 55

MEDIUM CARBON STEEL, HEAT TREAT

TORc35-45

Figure 6. --Details of anchors,
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Figure 7. --Hoist used to lift
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Figure 8. --Test setup showing hose
connections and A-frame.

Temperature Equipment
A Digitec model 5900 digital thermometer and a six position Omega thermo-

couple switch are used to measure the temperature of the do\\m stream probe in each
row and of the two thermocouples placed in the substrate sample. The temperature
of the downstream probes is needed to insure the CO2 was in liquid form.

Sample Transportation

An insulated boat was built to transport the sample. The floating capacity of

the boat is 1,400 lb (635 kg) with a 4-inch (10 cm) freeboard. An imj-irovemcnt needs
to be made in transporting the sample by boat because of difficulties in supporting
the sample in its original form and transporting it to the loading urea.

OPERATION OF EQUIPMENT

Three basic cooling mediums were considered for freezing the sample: licjuid

nitrogen which is difficult to handle, mechanical refrigeration whicii is expensive,

and liquid CO2 which was accepted as the medium for this method. The liquid CO9

method was tested twice in an artificial stream channel witli good results and twice

a salmon spawning area. The first test in the s])awning area showed we i^eeded to stoji

most of the surface flow for good results. The second test showed freezing was easil\-

accomplished by reducing the surface flows.

J n
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The system was final tested by lifting a chinook salmon redd egg pocket in the

Poverty Flat spawning area of the South Fork Salmon River in October 1978. A sample
30 by 54 by 17 inches deep (0.76 by 1.37 by 0.43 m) , weighing about 1,990 lb (900 kg),

was lifted from the redd. Twelve tanks containing 600 lb (272 kg) of CO2 were used to

provide 75 minutes of freezing time which completely froze the sample at a river temper-

ature of 37°F (3°C). The ratio of CO2 consumed to substrate lifted was about 0.35

lb to 1 lb (0.34 kg to 1 kg) dry sample. This value is better than the estimate of
0.37 lb/lb (0.37 kg C02/kg)

.

The four corners of the sample area were marked with the outer corner probes
(fig. 9 and 10). The ice anchors were driven into the sample and the wings spread so

they were at least 9 inches (23 cm) below the channel surface. They were also angled
inward to eliminate bending force during lifting of the sample.

Figure 9. --Probes being
driven into the chinook
salmon redd.

Probes and Caps
The probes were driven into the streambed with a slide hammer (fig. 9) and two

suffered minor damage. To avoid damage a hardened steel shaft can first be driven to

the desired depth, withdrawn, and the probe placed in the remaining hole. The corner
probes defined the 18 by 32-inch (0.45 by 0.81 m) sample. The remaining probes were
placed within the rectangle at 6-inch (15.2 cm) intervals to a depth of 12 inches
(30.4 mm). During probe installation the CO2 tank frames were set up and the tanks
connected together. Aluminum tanks were used which weighed 50 lb (23 kg) empty instead

of steel tanks that weigh 100 lb (45 kg) empty. The tanks, hoses, and connections
were checked for leaks by closing the valve on the end of the hose and opening one
tank valve to apply pressure. The tank valve was then closed until ready to operate.
Before installation of the probe caps, probes were checked with a dry dipstick for
water that may liave leaked in through' cracks or tears.

The caps with throttle valves were placed on the four upstream probes and the

caps with pressure gages and relief valves were placed on the four dovvnstream probes,

After the caps were in place, the plastic tubing was connected between the probes.
The nylon tubing was pushed straight in the receiving couplet as far as it would go,

carefully avoiding any kinks. The tubing connected the outlet on one probe to the

inlet of the next downstream probe. The inlet connection was always next to the cap

bolt retaining pin.

12
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Water Flow Shield, Lifting Hoist, and Instrumentation

The water flow shield was placed around the probes to stop surface water circulatii

(fig. 11). Leaks into the sample area were indicated by water currents near tlie inside
edge of the shield. A canvas was used to cover the upstream side of the shield for a

tighter seal. The lifting hoist was then placed over the samjile area.

The CO2 distribution manifold was connected to the probes and then to the (lO-.

tanks. CO2 was turned into each row of probes and leaks were located by looking for

bubbles in tiie water around the probes. If leaks were found, the leaking probe was

replaced. Small leaks will not cause the test to fail, but it slows ice formation
around the probe.

The thermocouple meter was wrapped in a plastic iKig to protect it from water.

The thermocouple switch can be taped to the lifting frame near tlie throttle valves for

easy access. The four downstream probe t hermocoujile jirobes were inserted in the stream
bed in one of the larger spaces between the probes and connected to the thermocouple

13



Figure 11. --Probes with
cofferdam and canvas in

place.

switch. The thermocouple temperatures should all record the same ambient stream
temperature prior to the freezing operation. The boat for transporting the sample was

anchored near the site.

FREEZING PROCEDURE

Gloves and goggles were worn by persons working in the immediate area during
operation. The CO2 tanks were fully turned on with the main valve and throttle valves
closed. The time was recorded upon opening each of the throttle valves. The first

throttle valve was opened 2-1/2 to 3 turns with immediate adjusting of the correspond-
ing relief valve to maintain 65 to 70 psig (0.448 to 0.483 MPa) in the system. Above
5,000 ft (1 524 m) mean sea level the gage pressure should read at least 70 psig (0.483

MPa). This operation was repeated on each of the rows.

The pressure gages and probe temperatures were checked to determine when the probes
were full of liquid CO2 . When the temperature registered -26°F (-15°C), or less, the

last probe had filled. The throttle valve was then turned to within 1/2 to 1 turn from
closed. If the temperature reached -40°F (-40°C), or the gage started fluctuating
rapidly, or dry ice escaped from the relief valve, the valve was turned off until the

gage stopped fluctuating and then reopened 1/2 to 1 turn while observing the probe'
temperature.

The last probe in each row was kept between -26° and -40°F (-15° to -40°C) . We
initially set the valve at 1 turn and then gradually closed it to 1/2 turn near the
end of the test. This generally provided the proper CO2 flow. The gages were watched
closely and when rapid gage fluctuations occurred, the CO2 was reduced or turned off
temporarily. The relief valves generally required periodic adjustment to maintain the

operating pressure at 65 to 70 psig (0,448 to 0.483 MPa). The freezing rate of the

sample was checked by the amount of ice forming around the probes where they enter the

streambed and by monitoring the temperature probes in the substrate.
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Figure 13. --Test sample
loaded in boat.

MAINTENANCE AND SAFETY
The probes should be inspected before and after use for bends, cracks, and

possible leaks. Each probe flange should be inspected to be sure it is still soldered
to the probe. ^ Each probe cap should be inspected before and after use for torn 0-rings
and otheT" visible damage. After each use all filters should be cleaned. The throttle
valves should be cleared by blowing air through the valve in a reverse direction.

All hoses should be checked for cracks in the outer cover, damaged coupling threads,
and any inside obstructions before each use. Thermocouples need to be checked before
and after each use for physical damage. The temperature indicator may need recalibra-
tion once each year. The batteries should be charged before each use. Prior to each
use the relief valves next to the throttle valves should be checked with air pressure
to be certain they open at 100 psig (0.689 MPa) . The lifting frame and winch should
be inspected for loose bolts, kinks in tubes or plates, and fraying in the wire winch
rope.

DISCUSSION
The method described is capable of freezing a complete redd, the redd egg pocket,

or any portion of the redd. The individual sample size can be adjusted to provide a

more optimum determination of egg location, of the number of embryos and alevins in the

redd, of the timing of embryo development and fry emergence, the embryo and alevin
survival rate, and sediment particle size distribution by both vertical and horizontal
stratification. It will allow this type of analysis because the redd sample can be

dissected in its original state using a dissecting grid system. The equipment will
work under the conditions we have observed in salmon spawning areas if sufficient
access is available.

The method has some of the same disadvantages that other freeze methods have. It

can smash embryos and alevins as the probes are being placed in the redd making it

difficult to separate natural from artificial mortality, and it kills all the embryos
and alevins in the sample. This can be very significant in streams having low runs of
salmonids and could preclude the use of taking the complete redd pocket. When you
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analyze the number of samples retiuired with rlic eom;nonl>- used small core sampler, to

meet statistical requirements it could also |)reclude their use in streams with low

salmonid runs.

This method also has disadvantages that other methods do not. It reciuires the

stoppage of most of the surface flows. However, this should probabl)' he done in all

freeze core sampling to prevent the bi:lbous samples that are often collected. The

time required to take a sample is longer than the other metiiods. The ccju i pmciit is nK)i'e

expensive (about $5,000 to construct) and more difficult to transport to the stud>- site
(appendix Bj . All the equipment is hand-portable but thei;e 'S more of it and the equip-
ment takes more experience and expertise to oj^erate.

Regardless of these disadvantages, there may be times wlien this method may pro\ide
the best results because it can reduce sample bias, it takes a more uniform sample, will

collect more sample per unit of CO2 used, the individual sample size can be varied to

meet analysis needs, and it offers an excellent opportunity to lift redds in tlieir

natural condition. Thus, these redds could be taken to the laboratory or artificial

stream channel for additional study and analysis. The method can be reduced in complex-
ity and size to meet small sample needs.

This method can help us better our understanding of the salmonid life cycle from thi

egg to the emergent embryo. It is a unique experience and an education to lie a])le to

dissect a redd egg pocket in its natural state.
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APPENDIX A

Probe Cap Pai'ts

Quantity

56

ion ft

32 +

Equipment List and Suppliers

Dcscript ion

Inlet and outlet pressure relief valves
(Nupro bR-4M-501

Inlet throttle valves fWiiltney brass
screwed bonnet, regulating type with
0.093-inch orifice 2RF4 1/4-inch national
pipe taper female threads)

Tube fittings (Legris LI- 3000 part No.

3115-50-14)

Outlet pressure gage (2 or 2.5 inch
brass case to 100 psig)

Nylon tubing between probes (Nylo-Hi-
flexible pressure tubing 3/8 inch O.D.

0.295 l.D. 700 psi rating, stock No.

5173K15)

0-rings for probe caps fl/S by 13/16 inch
l.D. by 1-1/6 inches O.D., Buna-N or

hytrile)

Carbon Dioxide Tank Connections and Supply Hose

12

12

Cylinder connections (CGA-320 to 1/4- inch

national pipe taper for CO2)

Line filters (75 to 100 microns, screen
type, pressure rating 1500 psi)

Main supply hose (50 ft 3/8-inch l.D.

SAE 100R3 hydraulic liose 1,125 psi

pressure rating, 3/8-inch national pipe
taper male fittings each end)

Manifold to probe inlet hose (18 inches
long I/4-inch l.D. SAE 100R3, 1/4-inch
national pipe taper male fittings each
end)

Tank to tank hose (12 inches long, other-
wise same as above)

Main shut-off valve (Whitne\- lVM6-screwcd
bonnet valve V-stem 0.250-inch orifice
3/8-inch national pipe taper male)

Miscellaneous hydraulic swivel fitting,

pipe fittings, etc.

Suppl ier

Automat i 011 I'roduct s

Aatomat ion Prochicts

Buclianan I- hi id

Mat lie son

Mc Master Carr

Auto parts or

bearing supplier

Nkitlicson

Bottled gas

suppliers

Farm or heav\'

equipment sujiplicr

Farm or lieavy

equipment sujipl ier

Farm or heav\'

ccjuipment suppl ier

Automat i on Product s

l-anii or heav\'

euuiiiment sunnl i er
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Quantity Description Supplier

Probes

Lower removable insulating hose (Cell-0- McMaster Carr
Flex cold pipe covering 3/4-inch thick,
catalog No. 4463K68). This could be used
for insulating the entire probe in place of
the cast foam and PVC pipe.

Temperature Indicator and Thermocouple Assemblies

1 Digitec model 5900-1 TC temperature Topp, Engineer
indicator for type T thermocouples -152° Sales
to +400° C plus Digitec model 7010 carrying
case-^

4 Dovmstream probe thermocouple assemblies Omega Engineering
(Omega model CPSS-18G 32 inches long) Inc.

2 Streambed thermocouple assemblies (Omega Omega Engineering
model CPSS-14G 32 inches long) Inc.

1 Switch 6 position and 6 position jack Omega Engineering
panel same panel (Omega No. STR 3-6 and Inc.

Omega SJP1-06-6T)

6 Type T thermocouple wire, connectors and Omega Engineering
clamps to make up cable assemblies (wire. Inc.

Omega No. PVC-COCO-032; connector Omega
No. P-COCO-MF; clamps. Omega No. PCLM)

^There are several suppliers who make items equivalent to the above temperature
indicators and thermocouples. Some can supply the indicators with channel switching
built into the meter.
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APPENDIX B

Cost of Equipment and CO2
Item Cost of Probe Components ^

Quantity Descript ion Total Cost

Relief valves Nupro 6R-4M-S0 $ 80.00
Regulating valves Whitney :rF4 100.00
Main shut-off valve Whitney IVMC 12.00
Pressure gages 0-100 psig 36.00
Line filters 3b. 00

Tube fittings Legris LF 3000 part No. 3115-()0-14 110.00
Cell-0-Flex cold pipe insulation 6 ft lengths 122.00
0-rings for probes 6. 10

2-inch brass hexagon rod 174.00
0.575-inch O.D. by 25-inch I.l). type K rigid

copper tube 52.00
140 ft 1-inch nominal type M rigid copper water pipe 12(i.00

Miscellaneous steel for retainer bolts and in'obe

points 10.00

$ 8b4.00
Estimated labor for 32 probes, 64 h $20.00 1280.00

8

4

1

4

4

56

16

32

7 ft

140 ft

$2144.00
Estimated cost per probe $67.00

Item Cost of Hoses, Fittings, Tank Supports, Etc .

Quantity Description Total Cost

2 50 ft high pressure hoses 0.375 inch I.D. $ 116.00

4 18-inch high pressure hoses 0.25 inch I.D. 20.00

12 12-inch high pressure hoses 0.25 inch I.D. 63.00
12 CO2 tank connectors 54.00

Miscellaneous swivel, tee elbows and nipples 40.00
Labor and materials to build two CO2 tank

support frames 1 50.00
Total ^4 3.00

^The above prices are figured using Cell-0-Flex insulation for the whole prolie in

place of PVC pipe and insulating foam. The PVC insulating foam would add about $7.00

to each probe.



Item Cost of Temperature Measuring Equipment

Quantity Description Cost

1 Thermocouple meter and case $ 385.00
4 0.125-inch by 32-inch type T thermocouples 140.00
2 0.25-inch by 32-inch type T thermocouples 66.00
1 Thermocouple switch and jack panel 119.00

Thermocouple lead cables 90.00

Total $ 764.00

2 Probe drivers $ 100.00
1 Flow shield materials and labor 200.00
4 Anchors materials and labor 200.00
1 A-frame materials 620.00

A-frame labor 700.00

Totals^

Total misc. items $1820.00

Probes $2144.00
Hoses and fittings 443.00
Temperature measuring equipment 764.00
Miscellaneous equipment 1820. 00

TOTAL $5173.00

^Extra probes, 0-rings, fittings, tools, etc., should be considered when putting
together a system. These would add about $300.00 to the total cost. CO2 would be

about $17.00 per 50 pound tank or $204.00 per test.
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Platts, William S., and Vance E. Penton.
1980. A new freezing technique for sampling salmonid redds.

USDA For. Serv. Res. Pap. INT-2i8, 22 p. Intermt. For.
and Range Exp. Stn. , Ogden, Utah 84401.

This report describes a new multiprobe freeze method for
determining salmonid redd sediment particle size distribution.
This method will collect salmonid eggs and alevins in the redd
at any stage of development, any air or water temperature,
any stream depth, and determine their horizontal and vertical
location. This method allows larger size samples to be
collected which can help improve understanding of embryo and
alevin survival rates and causes of their mortality. A com-
plete step by step description of the methodology is given
with a listing of parts, materials, and suppliers.

KEYWORDS: Salmonid, salmon, sediments, freeze method, redd,
channel, stream, carbon dioxide, freeze core sampling.
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1980. A new freezing technique for sampling salmonid redds.

USDA For. Serv. Res. Pap. INT-248, 22 p. Intermt. For.

and Range Exp. Stn., Ogden, Utah 84401.

This report describes a new multiprobe freeze method for
determining salmonid redd sediment particle size distribution.
This method will collect salmonid eggs and alevins in the redd
at any stage of development, any air or water temperature,
any stream depth, and determine their horizontal and vertical
location. This method allows larger size samples to be

collected which can help improve understanding of embryo and

alevin survival rates and causes of their mortality. A com-

plete step by step description of the methodology is given

with a listing of parts, materials, and suppliers.

KEYWORDS: Salmonid, salmon, sediments, freeze method, redd,

channel, stream, carbon dioxide, freeze core sampJing.







The Intermountain Station, headquartered in Ogden,

Utah, is one of eight regional experiment stations charged

with providing scientific knowledge to help resource

managers meet human needs and protect forest and range

ecosystems.

The Intermountain Station includes the States of

Montana, Idaho, Utah, Nevada, and western Wyoming.

About 231 million acres, or 85 percent, of the land area in the

Station territory are classified as forest and rangeland. These

lands include grasslands, deserts, shrublands, alpine areas,

and well-stocked forests. They supply fiber for forest in-

dustries; minerals for energy and industrial development; and

water for domestic and industrial consumption. They also

provide recreation opportunities for millions of visitors each

year.

Field programs and research work units of the Station

are maintained in:

Boise, Idaho

Bozeman, Montana (in cooperation with Montana

State University)

Logan, Utah (in cooperation with Utah State

University)

Missoula, Montana (in cooperation with the

University of Montana)

Moscow, Idaho (in cooperation with the Univer-

sity of Idaho)

Provo, Utah (in cooperation with Brigham Young

University)

Reno, Nevada (in cooperation with the University

of Nevada)
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